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Abstract

Interpretation, the task of translating speech from one language to another, is an
important tool in facilitating communication in multi-lingual settings such as
international meetings, travel, or diplomacy. However, simultaneous interpretation,
during which the results must be produced as the speaker is speaking, is an
extremely difficult task requiring a high level of experience and training. In particular,
simultaneous interpreters often find certain content such as technical terms, names
of people and organizations, and numbers particularly hard to translate correctly. In
this presentation, I will talk about steps towards building intelligent *computer-aided
interpretation* interfaces, where technology can help simultaneous interpreters with
their jobs. I will first give a brief overview of automatic terminology assistance for
interpreters (including work by us and others). Then I will talk about a few of our
recent research projects in this area: automatic prediction of when interpreters may
be struggling to generate correct translations, and automatically predicting which
terms interpreters are likely to miss.
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My research focuses on handling human languages (like English or Japanese) with
computers -- natural language processing. In particular, I am interested in machine learning
approaches that are both linguistically motivated, and tailored to applications such as
machine translation and natural language understanding. You can find more details,
research page or publications page, and reference my third-person bio for talk introductions,
etc..

I like developing, and have created open-source software which I have summarized here:
software page. I also have had a chance to give tutorials and talks on subjects such as
machine translation, neural networks, and language modeling, which are posted on my
teaching page in the hope that people will find them useful. I also talk about research on
Twitter, probably too much.
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