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Abstract

This paper describes the experimental setups and the evaluation results of
the sixth Dialog System Technology Challenges (DSTC6) aiming to develop
end-to-end dialogue systems. Neural network models have become a recent
focus of investigation in dialogue technologies. Previous models required
training data to be manually annotated with word meanings and dialogue
states, but end-to-end neural network dialogue systems learn to directly out-
put natural-language system responses without needing training data to be
manually annotated. Thus, this approach allows us to scale up the size of
training data and cover more dialog domains. In addition, dialogue systems
require a meta-function to avoid deploying inappropriate responses gener-
ated by themselves. To challenge such issues, the DSTC6 consists of three
tracks, 1. End-to-End Goal Oriented dialogue Learning to select system re-
sponses, 2. End-to-End Conversation Modeling to generate system responses
using Natural Language Generation (NLG) and 3. Dialogue Breakdown De-
tection. Since each domain has different issues to be addressed to develop di-
alogue systems, we targeted restaurant retrieval dialogues to fill slot-value in
Track 1, customer services on Twitter by combining goal-oriented dialogues
and ChitChat in Track 2 and human-machine dialogue data for ChitChat
in Track 3.

DSTC6 had 141 people declaring their interests and 23 teams submit-
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ted their final results. 18 scientific papers were presented in the wrap-up
workshop. We find the blending end-to-end trainable models associated to
meaningful prior knowledge performs the best for the restaurant retrieval for
Track 1. Indeed, Hybrid Code Network and Memory Network have been the
best models for this task. In Track 2, 78.5% of the system responses auto-
matically generated by the best system were rated better than acceptable by
humans and this achieves 89% of the number of the human responses rated
in the same class. In Track3, the dialogue breakdown detection technologies
performed as well as human agreements, in both data-sets of English and
Japanese.

Keywords: DSTC, end-to-end dialogue system, conversation model,
sequence-to-sequence model, Natural Language Generation, dialogue
breakdown
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1. Introduction

Recent advancements in artificial intelligence have contributed to closing
the gap between the technologies and their uses in our daily life. One of
the practical successes is that natural language dialogues have been used
as a means of human machine interface implemented in many consumer
devices. However, the current dialogue systems still have limited capabilities
of conducting natural interactions which is generally taken for granted in
human-human conversations.

As a collaborative effort towards further advancements in dialogue tech-
nologies, Dialog State Tracking Challenges (DSTCs) have provided common
test beds for various research problems focusing on, but not limited to, the
task of dialog state tracking. Given the complexity of the dialogue phe-
nomenon and the interest of the research community in a wider variety of
dialogue related problems, the DSTC has rebranded itself as Dialog System
Technology Challenges for its sixth edition.

Starting as an initiative to provide a common testbed for the task of
dialogue state tracking, the first Dialog State Tracking Challenge (DSTC)
was organized in 2013, followed by Dialog State Tracking Challenges 2 & 3
in 2014. More recently, Dialog State Tracking Challenge 4 and Dialog State
Tracking Challenge 5 have been completed in 2015 and 2016. Since 2014,
the challenge as evolved in several ways. First, from human-computer in-
teractions, the challenges started to investigate human-human interactions.
Then, the event started to offer pilot tasks on Spoken Language Understand-
ing, Speech Act Prediction, Natural Language Generation and End-to-end
System Evaluation which increased the reach of the challenge into the re-
search community of dialogue systems and AI.

Given the remarkable success of the first five editions of the DSTC, and
understanding both, the complexity of the dialogue phenomenon and the
interest of the research community in a wider variety of dialogue related
problems, the DSTC rebrands itself as ”Dialog System Technology Chal-
lenges” for its sixth edition. In this sixth edition of the DSTC, the call for
task proposals has resulted into three tracks, 1. End-to-End Goal Oriented
Dialogue Learning, 2. End-to-End Conversation Modeling and 3. Dialogue
Breakdown Detection as shown in Table 1. The objective of the tracks is to
invite interested organizations conduct dialogue related challenges in specific
areas of research and under the umbrella of the DSTC.

These three tasks are selected from the viewpoints of impact and diffi-
culty for dialogue research community. The first track for End-to-End Goal
Oriented Dialogue Learning task inherits previous dialogue state tracking
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Table 1: Speci�cation of 3 Tracks of DSTC6
Track 1

Target Sentence selection

Objective To select the next utterance in a list of candidates
in the context of goal-oriented dialogue management

Dialogue type Task-oriented dialogue between user and system
for restaurant retrieval

#dialogues 40,000 generated dialogues and 4 Knowledge Bases
Evaluation metrics Mean Reciprocal Rank

Languages English only

Track 2
Target Sentence generation

Objective
System response generation of natural language using
models trained from text dialogue data without intention
annotation

Dialogue type Task-oriented dialogue between user and human operator
for customer service

#dialogues

We used 1,024 twitter accounts for training and
100 and 116 for test and validation including
the domains of Airline, Car, Retail, Fast food chains, etc.
The dataset contains 888,201, 107,506, 2,000 dialogues
for train, development, test, respectively.

Evaluation metrics
BLEU, Meteor, ROUGE L, CIDEr, Skip Thought,
Embedding Agerage, Vector Exream, Greedy Matching,
Human rating using Likert scale for response quality

Languages English only

Track 3
Target Dialogue Breakdown detection

Objective To detect whether a system utterance causes a dialogue
breakdown in a given dialogue context

Dialogue type Non-task-oriented (Chat-oriented) dialogue between user
and system

#dialogues
English: 615 dialogues, Japanese: 150 dialogues
(NB. for Japanese, an additional 1,546 dialogues from
previous series of DBDCs could be used)

Evaluation metrics
Classification-related metrics: accuracy, precision, recall,
F-measure, and distribution-related metrics:
Jensen-Shannon Divergence and Mean Squared Error

Languages English/Japanese

challenges, especially the second challenge, with modern approaches of end-
to-end learning that try the direct prediction of next system action to the
user utterance and its dialogue history. The second track for End-to-End
Conversation Modeling is standing on other recent trends of the dialogue
system area, which tries to model a conversation as directly generating sen-
tences given a user query in the open domain. Due to the rises of neural
conversation modeling, the task attracts much attentions from the research
community of dialogue system. The third track for Dialogue Breakdown De-
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tection stands on more practical viewpoint. Controlling statistical dialogue
models to suppress unexpected responses becomes an important task due to
the development of statistical dialogue models, especially if we want to use
dialogue systems on real products.

Since each domain has different issues to be addressed to develop dia-
logue systems, we targeted restaurant retrieval dialogues to fill slot-value in
Track 1, customer services on Twitter by combining goal-oriented dialogues
and ChitChat in Track 2 and human-machine dialogue data for ChitChat
in Track 3. It is noted that ChitChat doesn not have a specific goal to
accomplish such as a slot filling task that sets values in a table of backend
systems. Furthermore, the content structure of ChitChat is not as restricted
and most answers can be accepted by humans.

1.1. Workshop summary and future DSTCs

The workshop for the Dialog System Technology Challenge (DSTC) was
held on December 10th, 2017 at long beach, CA, USA. The organizers had
pre-survey to know interests of dialogue community people, and 141 peo-
ple declared their interests to the proposed three tasks. Finally, 23 teams
submitted their final results for tasks and 18 scientific papers are presented
in the workshop. The workshop also had 53 participants including on-site
registrations. Detailed results are described in the sections below. The
workshop also had many supporting organizations including sponsors, and
the challenge data was created with their supports.
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2. End-to-End Goal Oriented Dialogue Learning (Track 1)

2.1. Introduction

Goal-oriented dialogue requires reasoning competencies that go beyond
language modeling. For example, asking questions to clearly define a user
request, querying Knowledge Bases (KB’s), interpreting results from queries
to display options to users or completing a transaction are some of the
important competencies a dialogue system has to master in order to be
useful. On the one hand, such difficulties make it hard to ascertain how well
end-to-end dialogue models would do, and whether they are in a position
to replace traditional dialogue methods in a goal-directed setting. On the
other hand, because end-to-end dialogue systems make no assumption on the
domain or dialogue state structure, they are holding the promise of easily
scaling up to new domains. This challenge aims to make it easier to analyze
the performance of end-to-end systems in a goal directed setting, using an
expanded version of the Facebook AI Research open resource proposed in
[4]. The goal of the challenge is to assess the capabilities of the proposed
systems to fulfill a set of four basic tasks related to transactional dialogues.
The capability of accomplishing all four tasks on a single dialogue corpus
has been tested as a final task.

2.2. The task - Restaurant Reservation

The transactional dialogue simulation system is based on an underlying
KB. The facts contain the restaurants that can be booked and their proper-
ties queried. Each restaurant is defined by a type of cuisine (10 choices, e.g.,
French, Thai), a location (10 choices, e.g., London, Tokyo), a price range
(cheap, moderate or expensive), a rating (from 1 to more than 200), and
other characteristics like dietary restrictions and atmosphere. For simplic-
ity, we assume that each restaurant only has availability for a single party
size (2, 4, 6 or 8 people). Each restaurant also has an address and a phone
number listed in the KB.

The KB can be queried using API calls, which return the list of facts
related to the corresponding restaurants. Each query must contain a certain
number of slots: a location, a type of cuisine, a price range, a party size, and
possibly other required slots like dietary restriction, depending on the set
used. Each data file has the same set of required slots for every dialogue. A
query can return facts concerning one, several or no restaurant (depending
on the party size). Using the KB, conversations are generated in the format
shown in Figure 1. Each example is a dialogue comprising utterances from
a user and a bot, as well as API calls and the resulting facts. dialogues

6



are generated after creating a user request by sampling an entry for each of
the required slots: e.g. the request in Figure 1 is [cuisine: British, location:
London, party size: six, price range: expensive]. We use natural language
patterns to create user and bot utterances. There are more patterns for the
user than for the bot. Indeed, the user can use several ways to say something,
while the bot always uses the same way to make it deterministic. Those
patterns are combined with the KB entities to form thousands of different
utterances. We split types of cuisine and locations in half, and create two
KB’s, one with all facts about restaurants within the first halves and one
with the rest. In [4], the two KB’s had 4,200 facts and 600 restaurants
each (5 types of cuisine � 5 locations � 3 price ranges � 8 ratings). The
data provided here has been expanded to comprise more slots and thus yield
many more restaurants, but the two KB still have disjoint sets of restaurants,
locations, types of cuisine, phones and addresses, while sharing all other sets
of values. We use one of the KB’s to generate train and test dialogues, using
only one of the extra slots in the queries. There are 4 sets of test dialogues:
(1) one that uses the same KB as for the train dialogues, and the same set
of slots in the queries; (2) one that uses the second KB (with disjoint sets
of restaurants, locations, cuisines, phones and addresses), termed Out-Of-
Vocabulary (OOV), but the same set of slots in the queries; (3) one that
uses the same KB as for the train dialogues, but one additional slot for
the queries; and (4) one that uses the second KB (OOV) and an additional
required slot.

For training, systems have access to the training examples and both KBs.
Evaluation is conducted on all four test sets. Beyond the intrinsic difficulty
of each task, the challenge on the OOV test sets is for models to generalize to
new entities (restaurants, locations and cuisine types) unseen in any training
dialogue – something natively impossible for embedding methods. Ideally,
models could, for instance, leverage information coming from the entities of
the same type seen during training.

We generate five datasets, one per task. Training sets are relatively small
(10,000 examples) to create realistic learning conditions. The dialogues from
the training and test sets are different, never being based on the same user
requests. Thus, we test if models can generalize to new combinations of
fields.

2.3. End-to-end dialogue learning as sentence-selection

The task of end-to-end dialogue learning has been recently formalized
as next-sentence prediction. One of the main motivation of such approach
is the abundance of human-to-human dialogue in industrial systems which
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contrasts with the lack of annotated data due to the cost and challenge of
such process. Formally, a transaction dialogue system based on a sentence
selection model needs to choose, among a potentially large number of avail-
able utterances extracted from a corpus of dialogues, the most adequate
answer with respect to a current dialogue. Several challenges can be iden-
tified (1) dialogue representation (2) Reasoning capabilities (3) Back-end
system handling. A series of models have been proposed.

First, Long Short Term Memory (LSTM) [17] is a recurrent neural net-
work that has recently known important success in most of the classic Nat-
ural Language Processing task. LSTM has become a common model for
sentence encoding. In the context of utterance selection, several models
have leverage its expressive capability of learn sentence ranking models [26].

Second, Memory Networks [39] are a recent class of models that have
also been applied to a range of natural language processing tasks, including
question answering [5], language modeling and non-goal-oriented dialogue
[8]. By first writing and then iteratively reading from a memory component
(using layers called hops) that can store historical dialogues and short-term
context to reason about the required response, they have been shown to
perform well on those tasks and to outperform some other end-to-end archi-
tectures based on simpler Recurrent Neural Networks.

Then, Hybrid Code Networks [48] (HCNs) learns an recurrent neural
network but also allow a developer to express domain knowledge via soft-
ware and action templates. Indeed, simple operations like sorting a list of
database results or updating a dictionary of entities can expressed in a few
lines of software, yet may take thousands of dialogues to learn. In addition,
this neural network can be trained with supervised learning or reinforcement
learning, by changing the gradient update applied.

Regarding the learning strategies, the use of pairwaise ranking loss has
been proposed. As an alternative, reinforcement learning has been investi-
gated in order to leverage non-diffentiable loss through policy gradient [47].
More recently, adversarial loss has been studied and compared to human
choice [27].

2.4. Description of the Dialogue Dataset

We broke down a goal-directed objective into several sub-tasks to test
some crucial capabilities that dialogue systems should have (and hence pro-
vide error analysis by design). All the tasks involve a restaurant reservation
system, where the goal is to book a table at a restaurant. Solving our tasks
requires manipulating both natural language and symbols from a KB. The
tasks are generated by a simulation. Grounded with an underlying KB of
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restaurants and their properties (location, type of cuisine, etc.), these tasks
cover several dialogue stages and test if candidate models can learn various
abilities such as performing dialogue management, querying KB’s, interpret-
ing the output of such queries to continue the conversation or dealing with
new entities not appearing in dialogues from the training set.

Task 1: Issuing API calls. A user request implicitly defines a query that can
contain from 0 to 4 of the required fields (sampled uniformly; in Figure 1,
it contains 3). The bot must ask questions for filling the missing fields and
eventually generate the correct corresponding API call. The bot asks for
information in a deterministic order, making prediction possible.

Task 2: Updating API calls. Starting by issuing an API call as in Task
1, users then ask to update their requests. The order in which fields are
updated is random. The bot must ask users if they are done with their
updates and issue the updated API call.

Task 3: Displaying options. Given a user request, the KB is queried using
the corresponding API call and the resulting facts are added to the dialogue
history (if too many facts satisfy the call, a random subset is returned to
avoid overly lengthy data). The bot must propose options to users by listing
the restaurant names sorted by their corresponding rating (from higher to
lower) until users accept. For each option, users have a 25% chance of ac-
cepting. If they do, the bot must stop displaying options, otherwise propose
the next one. Users always accept the option if this is the last remaining
one. We only keep examples with API calls retrieving at least 3 options.

Task 4: Providing extra information. Given a user request, we sample a
restaurant and start the dialogue as if users had agreed to book a table
there. We add all KB facts corresponding to it to the dialogue. Users
then ask for the phone number of the restaurant, its address or both, with
proportions 25%, 25% and 50%, respectively. The bot must learn to use the
KB facts correctly to answer.

Task 5: Conducting full dialogues. For Task 5, we combine Tasks 1-4 to gen-
erate full dialogues just as in Figure 1. Unlike in Task 3, we keep examples
if API calls return at least 1 option instead of 3.

The dataset is organized in 5 JSON files corresponding to each of the
tasks previously mentioned. Basically, a dialogue piece is followed by a
list of next-utterance candidates. In the training set, the answer (the single
correct candidate) is provided. The goal is to rank the candidates. Precisions
@f1,2,5g will be used to evaluate the models. These measures correspond
to the probability of the correct utterance to be the 1st best, part of the
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2-best and 5-best hypotheses output by each model, respectively. Rank
of candidate utterances will be 1-indexed. Evaluation uses per-response
accuracies. Evaluation is conducted in a ranking, not a generation, setting:
at each turn of the dialogue, the participants have to test whether they
can predict bot utterances and API calls by selecting a candidate, not by
generating it.1 Candidates are ranked from a set of candidate utterances
and API calls.

Table 2: Provided data for Track 1. Tasks 1-5 were generated using our simulator and
share the same KB. Each task have two test sets, one using the vocabulary of the
training set and the other using out-of-vocabulary words.

Tasks T1 T2 T3 T4 T5
Number of utterances: 12 17 43 15 55

Dialogues - user utterances 5 7 7 4 13
Average statistics - bot utterances 7 10 10 4 18

- outputs from API calls 0 0 23 7 24
Vocabulary size 3,747
Candidate set size 4,212

Datasets Training dialogues 1,000
Tasks 1-5 share the Validation dialogues 1,000
same data source Test dialogues 1,000

2.5. Results

Table 3 introduces methods proposed during the challenge. End-to-End
Memory Network [40], Dynamic Memory Network [20] and Hybrid Code
Networks [48] were the main trainable building blocks of the proposed sys-
tems. In addition contextual rules were proposed to improve performances.

Table 4 details the results obtained for the participating teams. The two
first teams managed to solve the task by obtaining 1.0 precision in the test-
set. KB-2 introduced a novel request table slot (ambiance) in the test-set.
This slot is available in the knowledge base in both the train and test set.

3. End-to-End Conversation Modeling using NLG (Track 2)

3.1. Introduction

End-to-end training of neural networks is a promising approach to au-
tomatic construction of dialogue systems using a human-to-human dialogue
corpus. Recently, Vinyals et al. tested neural conversation models using

1[28] termed this setting Next-Utterance Classi�cation.
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Table 3: Methods implemented in submitted systems for Track 1.

Teams Method

1/4 Extended Hybrid Code Networks

2 A hierarchical Long Short-Term Memory (LSTM) based ranking
module, a Conditional Random Field (CRF)

3 End-to-End Slot-Value Independent Recurrent Entity Network

5 Memory Network with Negative Sample

6 Memory Network with an extra output memory representation
named D-Layer with Knowledge based enhancement

7 End-to-End Memory Networks with named entities abstraction
and contextual numbering

8 Embedding projection of the text and candidate with rankloss
optimization

9 Quantized language model

Table 4: Summaries of the team performances for Track 1 using Precision1, Precision2
and Precision5.

Teams KB-1 KB-1-OOV KB-2 KB-2-OOV
team01/04 1.000/1.000/1.000 1.000/1.000/1.000 1.000/1.000/1.000 1.000/1.000/1.000

team02 1.000/1.000/1.000 1.000/1.000/1.000 1.000/1.000/1.000 1.000/1.000/1.000
team03 0.984/0.997/0.999 0.990/0.998/1.000 0.927/0.958/0.990 0.930/0.962/0.991
team05 0.619/0.692/0.831 0.590/0.668/0.797 0.600/0.671/0.822 0.573/0.645/0.782
team06 0.890/0.946/0.995 0.890/0.946/0.994 0.739/0.810/0.932 0.751/0.821/0.914
team07 0.994/0.998/1.000 0.994/0.998/1.000 0.959/0.982/0.986 0.962/0.986/0.990
team08 0.663/0.798/0.912 0.622/0.762/0.923 0.516/0.669/0.835 0.488/0.637/0.833
team09 0.997/0.997/0.998 0.996/0.996/0.998 0.965/0.967/0.980 0.967/0.970/0.978
team10 0.371/0.435/0.652 0.361/0.445/0.644 0.299/0.385/0.639 0.314/0.401/0.648
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Figure 1: Task design of goal-oriented dialogue for Track 1. A user (in green)
chats with a bot (in blue) to book a table at a restaurant. Models must predict bot
utterances and API calls (in dark red). Task 1 tests the capacity of interpreting
a request and asking the right questions to issue an API call. Task 2 checks the
ability to modify an API call. Task 3 and 4 test the capacity of using outputs
from an API call (in light red) to propose options (sorted by rating) and to provide
extra-information. Task 5 combines everything.

OpenSubtitles [43]. Lowe et al. released the Ubuntu Dialogue Corpus [26]
for research in unstructured multi-turn dialogue systems. Furthermore, the
approach has been extended to accomplish task oriented dialogues to provide
information properly with natural conversation. For example, Ghazvinine-
jad et al. proposed a knowledge grounded neural conversation model [10],
where the research is aiming at combining conversational dialogues with
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