
Response Generation for Cognitive Behavioral
Therapy with Large Language Models:
Comparative Study with Socratic Questioning

Kenta Izumi, Hiroki Tanaka, Kazuhiro Shidara, Hiroyoshi Adachi, Daisuke
Kanayama, Takashi Kudo, and Satoshi Nakamura

Abstract Dialogue systems controlled by predefined or rule-based scenarios derived
from counseling techniques, such as cognitive behavioral therapy (CBT), play an
important role in mental health apps. Despite the need for responsible responses, it is
conceivable that using the newly emerging LLMs to generate contextually relevant
utterances will enhance these apps. In this study, we construct dialogue modules
based on a CBT scenario focused on conventional Socratic questioning using two
kinds of LLMs: a Transformer-based dialogue model further trained with a social
media empathetic counseling dataset, provided by Osaka Prefecture (OsakaED), and
GPT-4, a state-of-the art LLM created by OpenAI. By comparing systems that use
LLM-generated responses with those that do not, we investigate the impact of gen-
erated responses on subjective evaluations such as mood change, cognitive change,
and dialogue quality (e.g., empathy). As a result, no notable improvements are ob-
served when using the OsakaED model. When using GPT-4, the amount of mood
change, empathy, and other dialogue qualities improve significantly. Results suggest
that GPT-4 possesses a high counseling ability. However, they also indicate that even
when using a dialogue model trained with a human counseling dataset, it does not
necessarily yield better outcomes compared to scenario-based dialogues.

1 Introduction

The number of people with mental disorders worldwide is estimated to be around
970 million in 2019, having increased by 25% since 2000 with the growth of the
world population [12]. In particular, anxiety disorders and depression accounted for
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approximately 60% of the prevalence of mental disorders in 2019 [13]. Under these
circumstances, qualified psychiatrists and other therapists remain in short supply,
and thus the growing number of patients who are unable to receive the care they need
has become a major concern [21, 22]. On the other hand, with the spread of smart-
phones, various mobile health apps have been developed, and it’s expected that they
will help to provide immediate care to people who have difficulty accessing needed
healthcare [4, 19]. Among other solutions, dialogue systems such as Wysa [15],
which encourages users to build cognitive resilience through empathetic responses
based on counseling techniques such as cognitive behavioral therapy (CBT) [5], are
expected to be useful in the form of mental healthcare apps. Toward this approach,
a variety of dialogue systems have been explored so far [29, 1, 26, 3].

A review of the literature up to 2019 reported that most of these systems gener-
ate responses based on pre-defined rules, and thus system utterances are commonly
described as inadequate, e.g., “conversations are shallow, confusing or too short.”
Accordingly, the adoption of natural language processing technology is expected
to improve the quality of dialogue [2]. Recently, natural language understanding
and generation technology for large language models (LLMs), as exemplified by
the 2022 release of OpenAI’s ChatGPT [23], has developed rapidly, and CBT di-
alogue systems that use high-performance LLMs to generate responses have also
been researched and developed [8, 18]. Most previous apps had been controlled by
predefined or rule-based scenarios, mainly due to technological limitations. Never-
theless, they had the advantage of providing responsible responses, compared to the
LLM-generated responses that the developers cannot fully control and predict.

To the best of our knowledge, no study has examined how the use of LLM-
based response generation changes the effectiveness of CBT and user experiences
compared to the conventionally adopted simple scenario or rule-based systems. We
examined whether the user’s subjective evaluation of the system was improved by
replacing or combining the Socratic questions in a scenario with responses gener-
ated by LLMs.

2 Methods

In this study, dialogue scenarios were created with reference to the CBT dialogue
scenarios centered on Socratic questions, considered important in CBT, as used in
Shidara et al. [26]. After the Socratic questions in a scenario were replaced or com-
bined with responses generated by an LLM, we conducted an experiment to investi-
gate the effect on the user’s mood and cognitive change [24, 25], which are indices
for measuring the effectiveness of CBT.
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2.1 Dialogue scenarios

In this study, scenarios consisting of 15 system utterances were created for the CBT-
based dialogue scenario [26] (Table 1). In CBT, when a certain mood arises, the
thoughts that occur automatically, such as assumptions and interpretations of the
situation, are called automatic thoughts. Patients are encouraged to modify these
into more balanced and adaptive thoughts [6]. In the scenario, the system first asks
the user about the situation that is troubling him/her, then asks about the mood
that arises when she/he thinks about it and its intensity, and finally asks about the
thoughts that occur at that time and puts the strongest thoughts on the agenda as
automatic thoughts (utterance numbers 1-7). This part can be considered questions
asking about ABC: A) Activating event, B) Beliefs, and C) Consequences, which
is a basic model in CBT [10]. Then, six turns of Socratic questions are asked to
encourage the user to objectively view and reconsider his/her automatic thoughts
(utterance numbers 8-13). In addition, the user is again asked about the intensity
of her/his current mood and the scenario ends with a parting expression (utterance
numbers 14 and 15).

Socratic questioning is a questioning technique that allows the therapist to ex-
plore the client’s thoughts and beliefs and to help the client think critically about
them, broaden their perspective, and arrive at a more realistic and adaptive per-
spective. This technique has been considered an important component of CBT for
depression [30].

In this study, we implemented the following three types of dialogue systems,
where utterances 8-13 of the scenarios were varied according to the system: 1) ask-
ing Socratic questions as in the scenario, 2) uttering the responses generated by the
LLMs, and 3) combining LLM-generated responses with Socratic questions. We fo-
cus on how each dialogue system can help people rethink their automatic thought,
arrive at a more adaptive and balanced thought, and thus improve their mood after
asking ABC questions (in utterance numbers 1-7). In particular, the dialogue flow
of system 2, where the system asks ABC questions and utters generated responses
after that, is roughly similar to that suggested by Mousavi et al. [20]. We expected
that adding Socratic questions to LLM-generated responses would help the systems
encourage the user to rethink their automatic thought and not deviate from the con-
text of CBT. In each of the latter two systems, which generate responses by LLMs,
the following two LLMs were used to implement the dialogue systems: Osaka em-
pathetic counseling dialogue model (OsakaED) and GPT-4. We chose these two
LLMs because they have different characteristics from each other. In this way, five
dialogue systems were implemented, each with different utterances 8-13 of the dia-
logue scenario. Socratic questions are represented by SQ and OsakaED, and when
Socratic questions are added to the utterances of each model, they are connected by
“+” to form the system name.
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Table 1 Dialogue scenario for the dialogue system in the SQ condition. Question items and ques-
tion order are the same in all experiments. Only questions in bold differ from the LLM condition;
the conditions with LLMs use only generated sentences or combinations of a Socratic question and
a generated sentence.

Question item System’s response

1 Situation Let’s address your concerns together. Are you currently facing any issues or
difficulties? If you feel comfortable doing so, please share what’s troubling you.

2 Mood How did you feel at that time?

3 Initial mood
score

On a scale of 0 to 100, where 0 is no problem at all and 100 is
a huge problem, how intense is that feeling?

4 Automatic
thought What thoughts came to your mind at that time?

5 Automatic
thought I see. Are there any others? Please share anything that comes to mind.

6 Automatic
thought Please tell me the strongest thought among those that came to your mind.

7 Automatic
thought

The thoughts that come to mind in response to a situation are called automatic thoughts.
Today we are going to delve into your thought. Is that okay?

8 Socratic
question 1 If the automatic thought is correct, what is the basis for it?

9 Socratic
question 2 On the other hand, if your automatic thought is incorrect, what evidence can you think of?

10 Socratic
question 3

Can you think of any other perspectives regarding the situation that’s troubling you,
aside from your current automatic thoughts?

11 Socratic
question 4 What would be the worst possible outcome in this situation?

12 Socratic
question 5 What would be the best possible outcome in this situation?

13 Socratic
question 6 What do you think is the most realistic outcome in this situation?

14 Mood score
at the end

Now, how intense is the feeling you initially had?
Please rate it again on a scale from 0 to 100.

15 Closing
remark

If your mood has changed, that’s a sign that you’ve successfully organized your thoughts.
That’s it for today. Good job!

Table 2 List of dialogue systems compared in this study.

System name Description

SQ Socratic questions based on the scenario are uttered
OsakaED Response generated by Osaka SNS empathetic dialogue model are uttered
OsakaED+SQ Socratic questions based on the scenario are added to the responses generated

by Osaka SNS empathetic dialogue model and uttered
GPT-4 Response generated by GPT-4 are uttered
GPT-4+SQ Socratic questions based on the scenario are added to the responses generated

by GPT-4 and uttered

OsakaED

OsakaED was developed by further fine-tuning the Japanese Transformer Encoder-
Decoder dialogue model with a dataset provided by Osaka Prefecture. This model,
created by Sugiyama et al. [28], had already been fine-tuned with empathic dialogue
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data and possesses 1.6 billion parameters. We chose this model as a base model be-
cause it’s trained with text chat conversations via the internet and thought to already
have empathetic response generation ability in a form similar to human speech on
SNS. The SNS counseling dataset consists of 2077 dialogues and 62,066 utterances
of counselors counseling their clients using the messenger application LINE1. From
these, 29,062 pairs of context and counselor utterances were extracted so as not to
include utterances consisting only of system utterances, which are mainly placed at
the beginning of the dialogues. In training, 90% of the data were training data and
10% were validation data, with a batch size of 4, cross-entropy as the objective func-
tion, and Adafactor as the optimizer. Here, 11 epochs were trained with a learning
rate of 1.0×10−5, and the validation perplexity used the model from the 6th epoch
with the lowest validation perplexity. The response generation method was basically
the same with Sugiyama’s implementation [27], that sampled five response candi-
dates by top-p sampling with p = 0.90 and ranked them. In the dialogues in the
pre-experiment, keywords that were included in the generated responses, which at-
tempted to end or guide the dialogues specific to the dataset and were considered
inappropriate, were observed and set as NG words. The highest rank response not
containing any of NG words was selected as the response. When NG words are in-
cluded in all response candidates, an error message is output, and in this case, the
sample is not treated as valid in the subjective evaluation. In addition, when So-
cratic questions were added, the response with the highest rank not containing any
of NG words and not ending with a question was selected to avoid duplicating ques-
tions. If all response candidates were questions, the response with the highest rank
among the candidates that did not contain any of the NG words was selected as the
response.

GPT-4

GPT-4 is a large-scale language model developed by OpenAI that shows human-
level performance on tasks across a wide range of domains, including mathematics,
coding, and medicine [7]. In this study, responses were generated by inputting as
much of the dialogue history as possible into GPT-4, including all previous user
and system utterances, in addition to the system prompts shown in Table 3. Kumar
et al. explored prompt design for mental health chatbots using GPT-3, focusing on
the three dimensions of identity, intent, and behavior, with two identities and three
intents and behaviors, respectively, for a total of 18 different dialogue systems, and
thus 18 prompts were created and evaluated. The system prompts with “coach” as
the identity and “strong interpersonal skills” as the behavior received the highest
overall evaluation among the prompts with intent for CBT [17]. When adding a
Socratic question to the generated response, as shown in Table 3, we have “the
coach does not ask questions.” This sentence was inserted after the first sentence to
discourage the respondent from duplicating the question.

1 https://line.me/
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Table 3 System prompts for GPT-4 and GPT-4+SQ, based on Kumar et al. [17]. The Japanese-
translated prompts were used in the experiment.

System System prompt

GPT-4

The following is a conversation with a coach.
The coach helps the Human understand how their thoughts, feelings,
and behaviors influence each other.
If the Human demonstrates negative thoughts,
the coach helps the Human replace them with more realistic beliefs.
The coach has strong interpersonal skills.

GPT-4+SQ

The following is a conversation with a coach.
The coach does not ask questions.
The coach helps the Human understand how their thoughts, feelings,
and behaviors influence each other.
If the Human demonstrates negative thoughts,
the coach helps the Human replace them with more realistic beliefs.
The coach has strong interpersonal skills.

Example responses from GPT-4 and OsakaED are shown below. Both examples
consist of the system utterances 8 and 9 and the user utterance to 8, in the context
when the user consults about the skin trouble and acne.

GPT-4 Thank you. Let’s dig deeper into the thoughts that arise
from that “I want to heal fast” feeling. How do you feel that
thought is affecting you? How does it affect your behavior
and daily life?

User I check when looking in the mirror and pay attention to the
skin and diet.

GPT-4 Your automatic thoughts strongly express your desire to
“heal quickly”. This thought prompts you to take action and
make it easier for you to try to live a healthier life. You once
thought, “Why can’t I get well?” but in fact, that thought
may not be in alignment with reality. I would like to pro-
pose a new way of looking at it. You can help yourself more
by looking at it from a realistic perspective, as in, “I have
control over my skin condition,” and “I can improve it over
time if I take proper care of my skin problems.” What do
you think about this new view?

OsakaED It’s hard to have skin problems and acne that won’t go away
for a long time...

User Yes, it is. It’s hard.
OsakaED Why is it that skin problems and acne don’t go away all the

time...

As shown in these examples, GPT-4 tends to help the user explore their thoughts
in a longer text, while OsakaED show empathy in a shorter text.
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2.2 Subjective evaluation

A subjective evaluation experiment was conducted using a crowdsourcing platform
2, in which 105 crowd participants (healthy participants) were gathered to evalu-
ate our dialogue systems. This experiment was conducted under the review and ap-
proval of the research ethics committee of the Nara Institute of Science and Technol-
ogy (reference number: 2022-I-52). After reading the explanation of the experiment
and agreeing to participate in the experiment, the participants were asked to pro-
vide their crowdsourcing ID, gender, age, and rating on the Kessler Psychological
Distress Scale (K6) [14], a widely used measure of psychological distress, to be as-
signed to each participant at CrowdWorks. They then read a leaflet about CBT writ-
ten by a psychiatrist3. The participants reserved a time to perform a dialogue with
the system, started the dialogue at the reserved time, and ended the dialogue after
confirming the last utterance of the system (utterance number 15). The participants
completed the experiment by answering a questionnaire about cognitive change and
dialogue quality, with space available for free-text description. Throughout the ex-
periment, participants were not informed of the type of dialogue system with which
they interacted.

In CBT, the goal is to improve mood by modifying automatic thoughts into adap-
tive thoughts. In this experiment, following the work of Persons et al. [24], the mood
change was calculated by an equation 1 and then used as an index to evaluate the de-
gree to which mood improved. Here, initial mood score and mood scoreat end rep-
resent the intensities of mood elicited by system utterances 3 and 14 in the scenario,
respectively:

Mood change =− (mood scoreat end)− (initial mood score)
(initial mood score)

(1)

The Cognitive Change immediate scale (CC-immediate) [25] for measuring im-
mediate cognitive change with single-session CBT was translated into Japanese
and used to assess cognitive change due to interaction with the system. The CC-
immediate consists of six questions, each rated on a 7-point Likert scale with 0
being “not at all” and 6 being “completely,” and the responses to all questions were
summed to form a 31-point scale from 0 to 30 to evaluate the immediate change in
cognition.

Additionally, a questionnaire consisting of 15 items was used to evaluate the
quality of dialogue at the end of the conversation, which has two additional ques-
tions to that created by Sugiyama et al. [28], based on a survey for dialogue between
dialogue systems and users conducted by Fitrianie et al. [11]. The Sugiyama et al.
study originally included an item called “empathy,” but because this item asked
whether the user could empathize with the system’s utterances, “I could empathize
with the system’s utterances,” it was changed to an item called user’s empathy, and a
new item called “system’s empathy” was added along with the question “the system

2 https://crowdworks.jp/
3 https://www.cbtjp.net/downloads/skillup/
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showed empathy” [28]. This is because assessing the system’s empathetic ability has
been suggested as an effective way of soothing the user’s mood and, more specifi-
cally, improving the outcome [9, 16]. The item called “initiative” with the question
“I was able to lead the dialogue” was also added. It’s pointed out to be lost in scenar-
ios and rule-based dialogues in a study by Abd-Arazaq et al., and we assess this to
confirm that whether this quality is improved by using LLMs and its importance for
CBT. Continued usability is measured by the item “re-speak,” which is measured by
the question “I would like to talk to this system again.” Each item was rated on an
11-point Likert scale, with 0 representing “completely disagree” and 10 represent-
ing “completely agree.” Mann-Whitney’s U-test was used to assess the difference in
scales between the two systems according to the particular interests of comparison.

3 Results

The experiment resulted in a total of 86 valid responses. The number of users for
each system was 24 for SQ, 14 for OsakaED, 13 for OsakaED+SQ, 17 for GPT-4,
and 18 for GPT-4+SQ. The mean and standard deviation of K6 was 7.60 and 5.59,
and no significant differences were seen in any two groups’ comparisons (p > 0.27
in all comparisons). The results of subjective evaluations are summarized in Table
4.

Table 4 Subjective evaluations of each system (mean and standard deviation). Bold font represents
the highest value in each scale.

SQ OsakaED OsakaED+SQ GPT-4 GPT-4+SQ

mood change 0.28 (0.24) 0.22 (0.16) 0.19 (0.40) 0.44 (0.26) 0.49 (0.14)
CC-immediate 16.6 (7.07) 14.4 (5.83) 16.9 (4.65) 19.8 (4.93) 18.8 (5.55)
naturalness 6.25 (2.97) 5.93 (2.56) 6.54 (1.61) 7.76 (2.19) 6.56 (2.89)
ease 7.25 (2.45) 7.00 (2.94) 8.31 (1.55) 8.06 (1.43) 6.83 (3.13)
enjoyment 5.13 (2.98) 5.36 (2.92) 6.23 (2.24) 6.53 (2.70) 6.39 (2.68)
user’s empathy 5.17 (2.62) 5.07 (2.62) 5.85 (1.72) 7.76 (2.14) 7.06 (2.10)
attentiveness 5.79 (2.95) 6.14 (3.01) 7.15 (2.15) 7.59 (2.29) 7.56 (1.46)
trust 5.63 (2.65) 5.43 (2.90) 5.77 (1.92) 7.76 (2.19) 7.44 (1.82)
personality 3.96 (3.04) 4.79 (2.91) 5.00 (2.45) 6.65 (2.94) 6.33 (2.33)
agency 4.29 (3.09) 4.57 (2.82) 4.85 (2.64) 7.18 (2.38) 6.22 (2.34)
topic 5.54 (3.20) 4.21 (2.12) 5.54 (2.60) 5.94 (2.84) 5.72 (2.49)
emotion 3.42 (2.93) 4.29 (2.52) 4.00 (2.38) 6.41 (2.60) 5.50 (2.71)
consistency 8.04 (1.68) 5.79 (2.83) 6.77 (1.59) 8.47 (1.42) 8.00 (2.00)
engagement 5.63 (3.21) 5.43 (2.56) 5.46 (2.50) 7.06 (2.44) 6.39 (2.33)
re-speak 5.50 (3.12) 5.93 (2.81) 6.15 (2.44) 6.65 (2.74) 6.50 (2.98)
system’s empathy 5.42 (2.62) 6.93 (2.30) 6.85 (2.70) 7.94 (2.14) 7.44 (2.31)
initiative 4.21 (2.32) 5.79 (1.85) 5.46 (2.26) 5.53 (2.60) 4.94 (2.96)

To investigate the effect of replacing SQ with generated responses from LLMs,
the differences between SQ and OsakaED and between SQ and GPT-4 were as-
sessed. In the comparison between SQ and OsakaED, there were significant differ-
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ences in consistency and initiative: Consistency decreased (p < 0.05), while initia-
tive increased (p< 0.05). In the comparison between SQ and GPT-4, there were sig-
nificant differences in mood change and attentiveness (p < 0.05), as well as in user
empathy, trust, personality, agency, emotion, and the system’s empathy (p < 0.01).

In scenarios where SQ was replaced with generated responses from OsakaED,
there was only one improvement in initiative. Considering that OsakaED performed
better in many of the items, including consistency and user’s empathy, than with the
reported result of the base model (model trained with EmpatheticDialogue dataset)
in the previous work [28], it’s surprising that simply asking Socratic questions in six
turns worked competitively. The increase in initiative suggests that LLM responses
may prompt users to take more control or be more proactive in the interaction. Con-
versely, the decrease in consistency indicates that OsakaED-generated responses
may be more variable or less predictable than SQ.

The significant differences observed when SQ was replaced with GPT-4 re-
sponses in terms of mood change and attentiveness, as well as a range of user ex-
perience dimensions, emphasize the sophisticated capabilities of GPT-4 in affecting
user perception, even though the provided prompt is not optimized for this very
well. The positive changes in mood, user and system empathy, and emotion are par-
ticularly noteworthy, since they suggest that interactions with GPT-4 can lead to an
emotionally satisfying user experience. However, in many of these improvements,
re-speak is not significantly improved (p = 0.23). For long-time use, this dimension
is believed to be important, and thus further consideration should be given to it.
Additionally, despite the prompt being designed to discourage duplication of ques-
tioning for GPT-4+SQ, it was observed that responses generated by both GPT-4 and
GPT-4+SQ frequently involved Socratic Questions. An annotator assigned to ana-
lyze these responses reported that they consistently involved Socratic Questions in
all dialogues. This indicates that GPT-4 not only understands Socratic Questions but
also has the capability to appropriately ask them in context.

3.1 Comparison between SQ and generated responses with SQ

To investigate the effect of adding generated responses from LLMs to SQ, the dif-
ferences between SQ alone and SQ combined with OsakaED (OsakaED+SQ), as
well as between SQ alone and SQ combined with GPT-4 (GPT-4+SQ), were as-
sessed. In the comparison between SQ and OsakaED+SQ, consistency was found
to decrease (p < 0.05). In the comparison between SQ and GPT-4+SQ, there were
significant differences in user empathy, trust, agency, and emotion (p¡0.05), as well
as in mood, personality, and the system’s empathy (p < 0.01). When SQ was added
to LLM-generated responses, the decrease in consistency remained notable in the
case of OsakaED+SQ, suggesting that the addition of SQ does not necessarily mit-
igate the variability introduced by LLM responses. The findings from GPT-4+SQ
comparisons reinforce the idea that GPT-4’s responses significantly influence user
experience, potentially overshadowing the impact of the added SQ.
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3.2 Comparison between generated responses and generated
responses with SQ

To investigate the effect of adding SQ to generated responses from LLMs, the dif-
ferences between OsakaED and OsakaED+SQ, as well as between GPT-4 and GPT-
4+SQ, were assessed. However, no significant differences were found at any point.
Surprisingly, contrary to our expectations, the addition of SQ to LLM-generated re-
sponses did not yield significant differences in any assessed dimension. This could
indicate that the presence of SQ does not substantially alter the user’s experience
once they are engaged in LLM-generated content. This might be due to the LLMs’
abilities to generate responses that are sufficiently informative or engaging, making
the inclusion of SQ redundant. Particularly in the comparison between GPT-4 and
GPT-4+SQ, it’s noteworthy that both were observed to generate Socratic Questions.
This observation suggests that the combination with SQ becomes more redundant,
as GPT-4 alone already appears capable of producing such responses.

4 Discussion

In this study, we constructed dialogue systems based on a CBT scenario focused
on Socratic questioning using two kinds of LLMs. By comparing systems that used
LLM-generated responses with those that did not, we investigated the impact of the
generated responses. The results suggest that GPT-4 is highly capable for counsel-
ing, although it does not necessarily improve outcomes compared to scenario-based
dialogue, even though the dialogue model used to generate responses was trained
with a real counseling dataset. In particular, it’s notable that the outcome and many
of the dialogue qualities were often significantly improved when using GPT-4 gener-
ated responses, even though the user had just a six-turn interaction and the provided
prompt for this was not so highly optimized. This may provide many implications
for the field in analyzing what features of the GPT-4 generated responses achieve
these improvements in mood and response qualities. Moreover, it was suggested that
unless responses generated using a sufficiently robust LLM such as GPT-4 are used,
it may not be possible to significantly improve dialogue quality or effectiveness as
CBT compared to a scenario-based or simple rule-based dialogue. When deploy-
ing mental healthcare systems using LLMs and conducting large-scale experiments,
it would be better for researchers to think about using GPT-4 or an equivalently
powerful LLM to generate responses first or examine whether a given system could
improve the outcome significantly, compared with scenario or rule-based systems.
This is because, considering system safety and responsibility, if those systems using
LLMs cannot perform significantly better than the scenario or rule-based systems,
there may be no practical reason to use LLMs for this purpose.

As a limitation, the experiment in this study is a small-scale one with a limited
number of crowdsourced subjects. In particular, CBT is a long-term, multi-session
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program, and if its effectiveness as CBT is to be accurately verified, it is neces-
sary to conduct a long-term randomized controlled trial with a larger sample size
to compare its effectiveness. In the future, we will focus on counseling by GPT-4,
investigate optimally effective prompts for CBT, and analyze the needed counseling
skills. Furthermore, we will verify the achieved counseling skills and the prompts
used for CBT.
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7. Sébastien Bubeck, Varun Chandrasekaran, Ronen Eldan, Johannes Gehrke, Eric Horvitz, Ece

Kamar, Peter Lee, Yin Tat Lee, Yuanzhi Li, Scott Lundberg, et al. Sparks of artificial general
intelligence: Early experiments with gpt-4. arXiv preprint arXiv:2303.12712, 2023.

8. Morena Danieli, Tommaso Ciulli, Seyed Mahed Mousavi, Giorgia Silvestri, Simone Barbato,
Lorenzo Di Natale, and Giuseppe Riccardi. Assessing the impact of conversational artificial
intelligence in the treatment of stress and anxiety in aging adults: Randomized controlled trial.
JMIR Ment Health, 9(9):e38067, Sep 2022.

9. Mauro De Gennaro, Eva G Krumhuber, and Gale Lucas. Effectiveness of an empathic chatbot
in combating adverse effects of social exclusion on mood. Frontiers in psychology, 10:3061,
2020.

10. Albert Ellis. The revised abc’s of rational-emotive therapy (ret). Journal of rational-emotive
and cognitive-behavior therapy, 9(3):139–172, 1991.

11. Siska Fitrianie, Merijn Bruijnes, Deborah Richards, Andrea Bönsch, and Willem-Paul
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