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Abstract—Cognitive behavior therapy (CBT) is a mental health
care approach that improves mood by spoken communication. In
recent years, systems have been proposed to provide CBT using
conversational virtual agents. Detecting emotions is expected to
enhance the interaction between the participants and the system.
Although an electroencephalogram (EEG) has been effectively
used in emotion prediction, speech artifacts during CBT may
affect performance. In this study, we use not only the EEG but
also an electrocardiogram (ECG) and facial expressions to deal
with the speech artifacts. To investigate the efficacy of fusing
multi-source biosignals, we compared models using the EEG,
and late fusion models that integrate the EEG, ECG, and facial
expressions. Our results showed the late fusion models had higher
concordance correlation coefficients than the models using EEG.

Index Terms—Multi-source biosignals, emotion prediction,
human-computer interaction, electroencephalogram, cognitive
behavior therapy

I. INTRODUCTION

Cognitive behavior therapy (CBT) is a mental health care
technique [1] that attempts to help patients resolve their
problems by modifying their negative thoughts. In clinical
situations, CBT has been conducted through speech com-
munication between the therapist and the patient. Recently,
systems have been proposed to automate CBT as a way to
improve mental health. Previous studies have challenged the
adoption of systems that use conversational virtual agents to
conduct CBT [2], [3]. Such virtual agents provide face-to-
face multimodal interactions like actual therapists, as opposed
to text-based systems [4]. Systems using virtual agents have
produced improvement in the user’s mood when CBT is
performed in predetermined questions. However, the current
systems fail to recognize the user’s emotional state while
conducting CBT. Providing responses that are aware of the
user’s emotions might contribute to the ability of a system to
offer more effective CBT [3].

To predict emotions during speech communication, various
modalities have been used. For example, emotions are reflected
in the voice and facial expressions [5], [6]. This information
has been used to detect emotions and depression during CBT
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and interaction [3], [7], [8]. Human beings often find it difficult
to express this information and it could be manipulated con-
sciously. On the other hand, biosignals reflect emotions even
when we are not conscious of them. An electroencephalogram
(EEG) is utilized in various human-computer interaction and
brain-computer interface [9]. However, the EEG is a small
electrical signal that is affected by artifacts due to body
movements and other factors, especially during speaking [10].

In this paper, we present to adopt multi-source biosignals to
achieve high accuracy and robustness of emotion prediction.
Previous studies on emotion prediction using an EEG have
been conducted mostly under conditions where body move-
ments were restricted [11]. The artifacts generated by speaking
could make it difficult to train models [12]. To overcome the
problem, the use of multi-source information is increasingly
gaining interest. Machine learning using multi-source informa-
tion is divided into five categories: representation, translation,
alignment, co-learning, and fusion [13]. The fusion method
integrates the multi-source information such as early fusion,
late fusion, and middle fusion. Among them, the early fusion
integrates features of each modality at the input, the late fusion
integrates the predictions from each modality, and the middle
fusion integrates information in the middle of the early and
late fusions [14]. Various fusion models using multi-source
information have been proposed [15]. A study [16] predicted
emotions from multi-source biosignals during conversation.
They trained three emotion prediction models using EEG,
galvanic skin response, and photoplethysmography and then
trained the late fusion model that combines the emotions
predicted from the three models. They selected a late fusion
model for combining three modalities because the training of
a middle fusion model is complicated due to containing many
learning parameters. The study suggested that the late fusion
model is not always effective in improving emotion prediction
during the speech. In contrast, other previous studies showed
the benefits of using multi-source biosignals in a state without
speaking [17], [18]. We assume the use of multi-source
biosignals related to emotions helps improve the accuracy of
emotion prediction, even in speech communication.

This study applied an EEG, an electrocardiogram (ECG)
and facial expressions during CBT for training emotion pre-
diction models. The ECG is an electrical activity of the heart



and reflects emotional states. Some previous studies address
the use of ECG to predict emotions [19], [20]. The facial
expressions [21] are also related to emotions and divided
into components of muscle movements called Action Units
(AUs) [22]. The relationship between AUs and emotions has
been studied [23]. In this work, we trained models using the
single-source biosignals and applied the late fusion strategy to
combine the biosignals.

The followings are contributions of this paper:
1) This is the first study in which we collected data

including EEG, ECG, and facial expressions during CBT
with conversational virtual agents, and trained emotion
prediction models.

2) We evaluated models trained by these biosignals using
a concordance correlation coefficient (CCC) and a root
mean squared error (RMSE). The late fusion models
showed higher CCC compared to the models using EEG.

II. DATA COLLECTION

We recorded multi-source biosignals and emotional data
during CBT with participants. The participants interacted with
conversational virtual agents, wearing sensors.

A. Participants

Thirty-four healthy participants participated in this study.
We excluded the data for four participants because their emo-
tions did not change during CBT, which affected the training
of the emotion prediction models. Due to recording issues,
one participant was also excluded from the data. Finally, we
used data from twenty-nine participants (age: 24.5±3.24 years;
22 males, 7 females). The experiment was approved by Nara
Institute of Science and Technology (2022-I-9).

B. Sensors

We recorded biosignals using the three types of devices
shown in Fig.1. The first is an electroencephalograph. We used
a Quick-32r, manufactured by CGX. We recorded the EEG at a
sampling rate of 500 Hz. The second is a sensor for ECG. We
attached the sensor to the participant’s left wrist. We recorded
the ECG at a sampling rate of 500 Hz using the extension of
Quick-32r. The third is a video camera. We used a C922 Pro
HD Stream Webcam, manufactured by Logitech. The camera
was mounted above a monitor. We recorded the participant’s
facial expressions at a sampling rate of 30 Hz.

C. Experimental procedure

The participants read a leaflet [24] to learn the basics of
CBT. Then, they sat in front of a monitor, where sensors
were attached to them for recording their biosignals. The
data recording procedure is shown in Fig. 2 (a). First, the
participants gazed at the monitor, which displayed a cross
mark, for 5 seconds for baseline. Then, CBT was conducted
using the virtual agent that applied a virtual agent platform,
Greta [25]. The agent asked the participant a question by a
synthetic voice. We used ja-JP-Wavenet-B of Google Cloud
Platform’s text-to-speech API in June 2022 to create the

Fig. 1. Sensors and features of biosignals

synthesized speech of a Japanese female voice. After the
question, participants gazed at the cross mark and evaluated
their emotions using the Self-Assessment Manikin [26]. They
selected valence and arousal, each on a continuous scale from
0 to 1. They then verbally answered the agent’s question. There
was no time limit for the response. After answering, they
gazed at the cross mark and evaluated their emotions. The
procedure was repeated for 19 questions. The questions were
provided by a previous study [3]. They created the questions
based on a CBT material [1]. We show an example of valence
evaluated by participant ID1 in Fig. 2 (b). The agent asked
about the participant’s concerns in the first question, and then
asked questions that modified the participant’s thoughts.

III. EMOTION PREDICTION

A. Preprocessing

We preprocessed the recorded EEG, ECG, and facial ex-
pression data during CBT. We set the baseline data before
the agent started asking questions (Fig. 2(a)). The true value
labels rated by the participants are assigned to the listening or
answering parts before the evaluation part. These true values
range of 0 to 1, but some participants rated the values with a
small standard deviation. To compare the training quality of
the models, we normalized the true values from 0 to 1 and
applied smoothing.

1) EEG and ECG: The EEG and ECG data were reduced to
a 200 Hz sampling rate and segmented into non-overlapping 1-
second intervals. Band-pass filters were applied specifically to
the EEG data, targeting distinct frequency band ranges: theta



Fig. 2. Experimental procedure

(4-7 Hz), alpha (8-13 Hz), low beta (14-21 Hz), high beta
(22-29 Hz), and gamma (30-45 Hz). We got EEG features
by calculating the logarithms of the variances of the EEG
data. Next, we performed baseline correction by subtracting
the mean feature values of the preceding three baseline seg-
ments from every segment. We calculated the values for 29
channels and five frequency bands of EEG. The calculated 145
dimension features were mapped to the matrices shown in Fig.
1. The matrices considered the placement of the EEG channels
and the frequency bands. The areas without the channels are
embedded with zeros. The use of such matrices has been
shown to be effective in EEG-based predictions [27], [28]. The
ECG data were normalized by min-max normalization based
on a previous study [29]. The ECG data have 200 dimension
features each second.

2) Facial expression: AUs of facial muscle components
were extracted using OpenFace [30] and adopted as facial
expression features. We obtained 17 intensity values of the
AUs with a sampling rate of 30 Hz (Fig. 1), and the average
of those values per second was calculated for each AU.

B. Model structures

1) Single-source biosignal: We used convolutional neural
networks (CNN) for EEG and ECG based prediction shown
on the left and center sides of Fig. 3. The structure for the
EEG-based model is a convolution layer (2×2 size, 1 stride, 8
filters), a batch normalization layer, and a ReLU layer. The
structure for the ECG-based model is a convolution layer
(1×10 size, 1 strides, 8 filters), a batch normalization layer,
and a ReLU layer.

The neural networks applied to prediction used facial ex-
pressions. The structure of the model is shown in the right

side of Fig. 3. The structure is a fully connected layer (output
dimensionality of 8), and a ReLU layer.

2) Multi-source biosignals: The late fusion models were
trained using valence and arousal values predicted from the
EEG, ECG, and facial expression models. The previous study
treated emotion classifications and used a weighted sum of
the various modalities’ predictions [16]. Since our task is the
regression of valence and arousal of emotions, alternated the
fusion with a support vector regression (SVR). The values
of valence and arousal predicted by the three models were
connected to the SVR models (Fig. 3).

Fig. 3. Model structures

C. Model training

We trained the subject-dependent models with each of
the 29 participants. We applied 5-fold cross-validation. The



TABLE I
CCC AND RMSE OF TRUE AND PREDICTED EMOTIONS. BOLD INDICATES HIGHEST CCC AMONG FOUR MODELS.

CCC RMSE
EEG ECG Face Late fusion EEG ECG Face Late fusion

valence Mean 0.355 0.016 0.292 0.460 0.195 0.212 0.190 0.184
SD 0.182 0.072 0.187 0.172 0.029 0.030 0.029 0.029

arousal Mean 0.350 0.017 0.294 0.455 0.203 0.223 0.201 0.193
SD 0.177 0.059 0.179 0.165 0.034 0.037 0.034 0.035

learning rate was 0.1, and the batch size was 8. We used a
stochastic gradient descent optimizer. The training was stopped
at 20 epochs. We used MATLAB 2021b for the training.

IV. RESULTS

We showed the mean and standard deviation of CCC and
RMSE calculated between true and predicted values in Table
I. RMSE is defined as follows:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2

where yi is true values and ŷi is predicted values. CCC is
defined as follows:

CCC =
2syŷ

s2y + s2ŷ + (y − ŷ)2

where sy and sŷ are the variances of the true and predicted
values and syŷ is the covariance of the them. We evaluated
the models focusing on the CCC mainly. The late fusion
models had the highest mean of the CCC for both valence and
arousal. We used the Wilcoxon signed-rank tests to examine
the performance of the EEG and the fusion models. The results
showed significant differences between EEG and late fusion
models in both valence and arousal (p<0.05). Our results
showed the effectiveness of integrating multi-source biosignals
for emotion prediction during CBT.

In Table I, we showed the mean and standard deviation
of the CCC of the 29 participants. We also confirmed the
CCC of each participant and showed in Fig. 4 for valence
and Fig. 5 for arousal. The CCC of the ECG model tended
to be low for the participants. A comparison of the EEG and
facial expression models showed that the modality with the
highest CCC differs for each participant. Although the models
trained with a single-source biosignal showed high CCC in
some participants, the late fusion models showed the highest
CCC among most participants.

V. DISCUSSION

We showed that the CCC was higher in the late fusion
models using EEG, ECG, and facial expressions than in EEG
models. While the previous study [16] suggested that using
multi-source biosignals was not always better during a con-
versation, our results showed it had a high CCC. We consider
that biosignals of the EEG, ECG, and facial expressions used
in our study could have been suitable for predicting emotions
during CBT. The EEG and facial expression models showed
CCC of 0.292 or higher, indicating the validity of the emotion

prediction. The ECG models had low CCC near 0. A fusion
model with EEG and facial expressions could bring higher
CCC. For ECG models, we used the waveform as the feature
because we tried to predict emotions every second. It is known
that features representing the frequency component of ECG,
such as those related to low frequency (0.04-0.15 Hz), high
frequency (0.15-0.4 Hz), and the ratio of low frequency to high
frequency, reflect emotions [31]. For the calculation of those
features, we need more than about 30 seconds of segments
of ECG data. Using features of frequency components might
contribute to better emotion predictions.

We confirmed the CCC for each participant. A comparison
of EEG, ECG, and facial expression models suggested that
the modality with high CCC differed among participants.
The previous study also suggested that the effective modality
differs among participants [16]. The possible reasons could be
differences in the emotional responses of biosignals due to par-
ticipants’ characteristics. For example, some people are more
likely to express their emotions in their facial expressions,
while others are not [32]. Our models integrating multi-source
biosignals showed higher CCC than EEG models. Using
multiple information related to emotions seems to overcome
the diversity of effective modalities by participants and provide
a more robust emotion prediction during CBT.

VI. CONCLUSION

In this paper, we addressed emotion prediction during
CBT using multi-source biosignals. We trained four types of
models: EEG model, ECG model, facial expression model,
and late fusion model. We calculated the CCC and RMSE
for the evaluation of the models. In the CCC, the late fusion
models exhibited significantly higher values compared to the
EEG models. Our results suggest that the use of multi-source
biosignals improves the performance of emotion prediction
during CBT.

We have several limitations in this work. The first was using
simple models because we had a small number of training
data. Recently proposed complicated fusion strategies may
offer higher performance [15]. We need to investigate more
effective fusion models. Furthermore, we need to consider
the features to be used in training the models. Not only the
improvement of features for EEG, ECG, and facial expressions
but also the use of voice data that was not used in this work
will be considered. The second was training subject-dependent
models. The number of females was smaller than that of
males in the data we collected. The models were trained for
each participant to account for individual features of EEG,



Fig. 4. Twenty-nine participants’ CCC of valence prediction

Fig. 5. Twenty-nine participants’ CCC of arousal prediction

ECG, and facial expressions. We will match the number of
males and females included in our dataset and compare the
performance of the subject-independent and subject-dependent
models. The third was how to label true values. We assigned
the participant’s rated emotion values to the data of the
listening or answering parts before evaluation. This method
fails to address time-series changes in emotions. We will
consider labeling using annotation tools such as CARMA [33],
and evaluate emotions in a time-series.
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