
l Autistic traits are broad in severity and 
difficult to measure objectively

l Our prior study has used eye movement 
during facial emotion identification to 
predict autistic traits [Iwauchi+2023]

l We propose to predict autistic traits using 
eye movement during facial emotion 
identification task (FEIT) and visual 
perspective taking (VPT), which is 
associated with theory of mind
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l The prediction accuracy of autistic traits can be improved by using 
eye movement during VPT in addition to facial emotion identification

l Participants
l 28 participants (11 males and 17 females) between the ages of 22 and 35 
l Questionnaires: Social Responsiveness Scale (SRS)-2, Kikuchi Scale 

of Social Skills:18 (KISS:18), the State-Trait Anxiety Inventory (STAI)
l Tasks

l Eye movement and feature extraction procedure
l Eye-tracker: Tobii Pro Fusion 
l Areas of interest:

a. The eyes, mouth, and face (FEIT images)
b. The person standing in the center, the right side where the red dot 

appears, and the left side of the wall (VPT images)
l Features: the number of fixations and the number of saccades

l The development of eye-tracking technology has made it easier to understand autistic traits
l Proposed to use a combination of facial emotion identification task and visual perspective taking task
l Extracted area of interests features of each task and partial least squares regression to predict Social Responsiveness Scale-2 score, 

which is a measure of autistic traits
l Results showed that the Social Responsiveness Scale-2 score was predicted at 0.414 in Spearman’s correlation coefficient by using eye 

movements obtained from the two tasks

TABLE I
LIST OF FEATURES ACQUIRED FOR EACH TASK. WE OBTAINED A TOTAL

OF 55 FEATURES.

Task Feature Condition Total features
Number of Fixations at eyes Happiness
Number of Fixations at mouth Sadness
Number of Fixations at face Fear

FEIT Number of Saccades Anger 35
Response Time Surprise

Disgust
Neutral

Number of Fixations at human Self-Consistent
Number of Fixations at right wall Self-Inconsistent

VPT Number of Fixations at left wall Other-Consistent 20
Number of Saccades Other-Inconsistent
Response Time

based classification algorithm that categorizes fixation and
saccade based on velocity. If the velocity exceeds 100/s it is
classified as saccade; otherwise, it is classified as fixation.

In the FEIT, we calculated the average for each of the
seven facial emotions. In VPT, we obtained the Number of
Fixations and Number of Saccades for the four conditions
and calculated the average for each condition. Response time
was also obtained for a total of 55 features. Table I shows a
summary of the extracted features.

E. Modeling and Evaluation

Next, we explain the model and algorithm used for the
prediction. In this study, we obtained data from 28 partici-
pants but were unable to obtain eye movements for one of
them. Therefore, we constructed a machine learning model
using the data from 27 participants. When the number of
features (k=55) is extremely large compared to the sample
size (n=27), we need to deal with the curse of dimensionality.
Therefore, in this study, dimensionality reduction based on
mutual information content was performed before the input.
Mutual information I(x, y) is defined as a feature x, an
objective variable y, their respective probabilities p(x) and
p(y), and the simultaneous probabilities p(x, y), and can be
calculated as follows:

I(x, y) =
X

x,y

p(x, y) [ln p(x, y)� ln p(x)p(y)] . (1)

In this study, the number of input features was adjusted
according to the training score and cross-validation score to
prevent overfitting, and eight features were input in order of
mutual information content.

This study is interested in the effect of input features
on estimators and interpretability. Therefore, we use linear
regression and PLS regression, which are linear models.
In addition, all features were standardized to calculate the
standard partial regression coefficient. We performed nested
leave-one-out cross-validation to adjust and evaluate the
parameters. The model was compared under three conditions:

• Only FEIT features are input to the model
• Only VPT features are input to the model
• FEIT and VPT features are input to the model

The output is each SRS score. We used the coefficient
of determination R2, RMSE, and Spearman’s correlation

TABLE II
RESULTS FOR EACH MODEL PREDICTING SRS. THE BEST RESULTS FOR

EACH METRIC ARE IN BOLD.

Model Feature set R2 RMSE %
PLS regression FEIT 0.053 25.32 0.400

VPT -1.11 37.83 -0.319
FEIT+VPT 0.121 24.40 0.414

Linear regression FEIT -0.009 26.13 0.321
VPT -2.56 49.11 -0.440
FEIT+VPT 0.077 25.00 0.400

coefficient % as evaluation indices. Scikit-learn was used for
implementation [19].

III. RESULTS

Table II shows the results of prediction using PLS regres-
sion and linear regression. The evaluation metrics of models
when both FEIT and VPT eye-movement features were used
in PLS regression showed the highest values of 0.121 for
the coefficient of determination, 24.40 for RMSE, and 0.414
for the correlation coefficient. An uncorrelated test of the
correlation coefficient % between the predicted value and the
actual value of the model when all the features are used
in the PLS regression, which obtained the best correlation
in this study, yielded a result of p=0.0317. This model has
a significant difference at the p<0.05 level. Scatter plots
of the true values and predicted values when the SRS is
predicted using only the FEIT feature and all the features
are shown in Fig. 3 (left side: used only FEIT feature model,
right side: used features of both FEIT and VPT). Since PLS
regression is a linear model, the coefficients of the regression
equation can be calculated. Table III shows the features with
large absolute values obtained by averaging the regression
coefficients of each model obtained through leave-one-out
cross-validation. The regression coefficients are those of the
FEIT and FEIT+VPT models, which were predictable.

Fig. 3. Scatter plots of the true SRS score and predicted SRS score. The
left side is the model that uses only the FEIT feature set. The right side is
the model that uses the features of both the FEIT and VPT.

IV. DISCUSSION

In the experiment, the model using the FEIT’s and VPT’s
eye movements outperformed the model using only the FEIT
features in all of the evaluation metrics. The model using
only the VPT’s eye movements failed to predict the results.
This trend was also obtained for both the PLS regression

TABLE III
THE BEST 5 REGRESSION COEFFICIENTS OF PLS REGRESSION FOR EACH

FEATURE SET.

Feature Set Feature Regression Coefficient
Number of Saccades Sadness -13.17
Number of Saccades Surprise -6.39

FEIT Number of Fixations at face Sadness 5.43
Number of Saccades Anger -4.62
Reaction time Surprise 3.68
Number of Saccades Sadness -13.17
Number of Saccades Surprise -6.19

FEIT+VPT Number of Fixations at face Sadness 5.41
Number of Saccades Self-Inconsistent 4.85
Number of Fixations at human Self-Consistent -4.68

and linear regression models. The regression coefficients
in Table III are particularly large for the features obtained
from the FEIT. The features contributing to the top three
predictions are from the FEIT, which is not different from
the model when only FEIT features are used, but the lower
two features are from VPT and not from the FEIT. The VPT
features are among the top 5 features, indicating that the
VPT task contributes to the prediction of SRS. In addition,
a positive coefficient is applied to the saccade frequency
when the self-viewpoint is asked and a negative coefficient
is applied to the number of fixations when the self-viewpoint
is asked. This means that a higher number of saccades
predicts a larger SRS score and a higher number of fixations
predicts a lower SRS score when the self-viewpoint question
is asked. When solving this task, it is known that the control
group unconsciously counts the number of dots from the
other’s viewpoint even when they are asked to take the self-
viewpoint [16], [20]; this is the “altercentric effect”. This
suggests that the higher the SRS score, the greater the autistic
traits and the less the occurrence of the altercentric effect. In
other words, it suggests that the model captures egocentricity,
one of the autistic traits.

Our study faced some limitations. The sample size is very
small. Further validation with a larger number of data is
needed. It will be also interesting to see if these results
are consistent with other participant groups. The effects of
increasing the number of tasks on participants, e.g., fatigue,
should also be considered; for both the FEIT and VPT, the
optimal number of tasks to adequately measure autistic traits
should be investigated. This study suggests that using both
the FEIT and VPT, rather than the FEIT only, improves
predictive results. It may be possible that VPT is able to
predict aspects of autistic traits that were not predicted by
the FEIT alone. A detailed analysis is needed to determine
which aspects of autistic traits can be assessed better by VPT
than by FEIT alone. Much more work is required before
this eye-movement approach reaches a level consistent with
clinical use for establishing autistic traits.

V. CONCLUSION

In this paper, we show that the prediction accuracy of
autistic traits can be improved by using eye movement
during VPT in addition to facial emotion identification. This
suggests that tasks that measure different cognitive activities

can evaluate autistic traits multidimensionally, resulting in
improved prediction accuracy.
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Conclusion

l The model using the FEIT’s and VPT’s eye movements outperformed 
the model using only the FEIT features in all of the evaluation metrics

l The model using only the VPT’s eye movements failed to predict the 
SRS-2

l The regression coefficients are large for the features obtained from 
the FEIT, however, VPT task contributes to the prediction of SRS-2

The best 5 regression coefficients of PLS regression for each feature.

Results for each model predicting SRS-2. The best results for each metric are in bold.

List of features acquired for each task. We obtained a total of 55 features.

VPT flow. After the “Self” or 
“Other” instruction, a number 
is displayed to indicate the 
number of red dots and an 
image of the task is shown. 
Participants are asked to left-
click if the instruction matched 
the last image displayed and 
right-click if it did not.

FEIT flow. After 5 seconds or 
by clicking, a choice will 
appear and you will move to 
the next question. There are 
21 questions in total. 

Scatter plots of the true SRS-2 score and predicted SRS-2 score. The left side is the 
model that uses only the FEIT features. The right side is the model that uses the 
features of both the FEIT and VPT.

l Modeling and evaluation
l Models: Linear regression and Partial Least Squares (PLS) regression 

adopted for interpretability
l Evaluation: nested leave-one-subject-out cross-validation
l The models was compared under three conditions:

1. Only FEIT features
2. Only VPT features
3. FEIT and VPT features

TABLE I
LIST OF FEATURES ACQUIRED FOR EACH TASK. WE OBTAINED A TOTAL

OF 55 FEATURES.

Task Feature Condition Total features
Number of Fixations at eyes Happiness
Number of Fixations at mouth Sadness
Number of Fixations at face Fear

FEIT Number of Saccades Anger 35
Response Time Surprise

Disgust
Neutral

Number of Fixations at human Self-Consistent
Number of Fixations at right wall Self-Inconsistent

VPT Number of Fixations at left wall Other-Consistent 20
Number of Saccades Other-Inconsistent
Response Time

based classification algorithm that categorizes fixation and
saccade based on velocity. If the velocity exceeds 100/s it is
classified as saccade; otherwise, it is classified as fixation.

In the FEIT, we calculated the average for each of the
seven facial emotions. In VPT, we obtained the Number of
Fixations and Number of Saccades for the four conditions
and calculated the average for each condition. Response time
was also obtained for a total of 55 features. Table I shows a
summary of the extracted features.

E. Modeling and Evaluation

Next, we explain the model and algorithm used for the
prediction. In this study, we obtained data from 28 partici-
pants but were unable to obtain eye movements for one of
them. Therefore, we constructed a machine learning model
using the data from 27 participants. When the number of
features (k=55) is extremely large compared to the sample
size (n=27), we need to deal with the curse of dimensionality.
Therefore, in this study, dimensionality reduction based on
mutual information content was performed before the input.
Mutual information I(x, y) is defined as a feature x, an
objective variable y, their respective probabilities p(x) and
p(y), and the simultaneous probabilities p(x, y), and can be
calculated as follows:

I(x, y) =
X

x,y

p(x, y) [ln p(x, y)� ln p(x)p(y)] . (1)

In this study, the number of input features was adjusted
according to the training score and cross-validation score to
prevent overfitting, and eight features were input in order of
mutual information content.

This study is interested in the effect of input features
on estimators and interpretability. Therefore, we use linear
regression and PLS regression, which are linear models.
In addition, all features were standardized to calculate the
standard partial regression coefficient. We performed nested
leave-one-out cross-validation to adjust and evaluate the
parameters. The model was compared under three conditions:

• Only FEIT features are input to the model
• Only VPT features are input to the model
• FEIT and VPT features are input to the model

The output is each SRS score. We used the coefficient
of determination R2, RMSE, and Spearman’s correlation

TABLE II
RESULTS FOR EACH MODEL PREDICTING SRS. THE BEST RESULTS FOR

EACH METRIC ARE IN BOLD.

Model Feature set R2 RMSE %
PLS regression FEIT 0.053 25.32 0.400

VPT -1.11 37.83 -0.319
FEIT+VPT 0.121 24.40 0.414

Linear regression FEIT -0.009 26.13 0.321
VPT -2.56 49.11 -0.440
FEIT+VPT 0.077 25.00 0.400

coefficient % as evaluation indices. Scikit-learn was used for
implementation [19].

III. RESULTS

Table II shows the results of prediction using PLS regres-
sion and linear regression. The evaluation metrics of models
when both FEIT and VPT eye-movement features were used
in PLS regression showed the highest values of 0.121 for
the coefficient of determination, 24.40 for RMSE, and 0.414
for the correlation coefficient. An uncorrelated test of the
correlation coefficient % between the predicted value and the
actual value of the model when all the features are used
in the PLS regression, which obtained the best correlation
in this study, yielded a result of p=0.0317. This model has
a significant difference at the p<0.05 level. Scatter plots
of the true values and predicted values when the SRS is
predicted using only the FEIT feature and all the features
are shown in Fig. 3 (left side: used only FEIT feature model,
right side: used features of both FEIT and VPT). Since PLS
regression is a linear model, the coefficients of the regression
equation can be calculated. Table III shows the features with
large absolute values obtained by averaging the regression
coefficients of each model obtained through leave-one-out
cross-validation. The regression coefficients are those of the
FEIT and FEIT+VPT models, which were predictable.

Fig. 3. Scatter plots of the true SRS score and predicted SRS score. The
left side is the model that uses only the FEIT feature set. The right side is
the model that uses the features of both the FEIT and VPT.

IV. DISCUSSION

In the experiment, the model using the FEIT’s and VPT’s
eye movements outperformed the model using only the FEIT
features in all of the evaluation metrics. The model using
only the VPT’s eye movements failed to predict the results.
This trend was also obtained for both the PLS regression
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