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Overview

• In ZeroSpeech, vector quantization (VQ) -based NNs have achieved the best unit 

quality so far.

• but they suffer from high bit-rate,

– VQ units are based on acoustic features in fixed-length time frames.

– Correlation over the time frames is not considered in deciding unit boundaries.

• In this research, we explored a method of exploiting the acoustic features 

discretized by VQ to find low bit-rate, variable-length units.

• We propose a model based on graph neural networks.
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Our Proposal

Vector-Quantization

Graph 
Convolution
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Graph
Construction

Graph Clustering

Ø Categorization of 
speech frames
（＝discretization）

Ø Constructing a graph with 
each categorized frame as 
node and transition between 
them as edge.

Ø Update each node’s feature 
based on their neighbors. 

Ø Clustering based on the 
nodes’ and edges’ features

Ø Temporally correlated units are 
clustered 
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Evaluation
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• Our model successfully lowers the bit-rate compared to VQCPC.
• While it degrades the performance in ABX (cos.), it achieves the SOTA in ABX (Lev.)
• Overall, our model can achieve the best trade-off between ABX and bitrate.
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Summary 

1. The approach of the previous studies focused on acoustic features of each time-

frame, which led to the high bit-rate.

2. In this study, we focused an approach where we consider explicitly the temporal 

correlation of acoustic features using graph neural networks.

3. The proposed model achieved the better trade-off between the ABX 

discriminability and the bit-rate.
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