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What is Speech Interpreter?
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Professional Speech Interpreter
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Nice to meet you. I am interested in doing business together.

Speaker

ψαϛϘΰοʻԁ τРЅКІϬβϥάρτọ ΥΚϤϘβʻ

Interpreter



Speech-to-Speech Translation
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JapaneseEnglish
άL Ǝƻ ǘƻ ǎŎƘƻƻƭέ

Focus on speech language technologies for S2ST

Speech-to-Speech Translation 
(S2ST)

Speech 
Recognition

(ASR)

I go to 

school 

Speech
Synthesis

(TTS)

Machine
Translation

(MT)
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Automatic Speech Recognition (ASR)
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ÁEarly Technologies for ASR
­ Template Matching, Dynamic Programing [Sakoeet al., 1971] 
­ Hidden Markov Modeling [Baum et al., 1966]
­ Neural Network, TDNN [Waibelet al. 1989], LSTM [Hochreiteret al., 1997] 
­Weighted Finite State Transducer [Mohriet al., 2002]
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Automatic Speech Recognition (ASR)
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[LAS, Chan et al. 2015;

Figure courtesy of A. Tjandra]

ÁRecent Technologies for ASR
­Hybrid HMM-DNN [Borlardet al., 1993] 

Estimate State Posterior Probability 
by DNN 

­ Connectionist Temporal Classification 
[Graves et al., 2006] 

Predict Phoneme Label every frame 
­ Listen, Attend, and Spell [Chan et al., 2016] 

Sequence-to-sequence modeling

ÁImportant Factors of 
Deep Learning
­ Simplify many complicated 

hand-engineered models 

­ Let the networks find the way 

that map from speech to text 
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ASR Progress
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[Xiaonget al., 2017]

[Saonet al., 2017]

IBM vs. Microsoft: òHuman parityó speech recognition record

Makes the same / fewer errors than professional transcriptionists

[https://www.economist.com/technology-quarterly/2017-05-01/language]
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Text-to-Speech Synthesis (TTS)
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ÁFrom hidden Markov Model (HMM) to Deep Learning

[Zen et al., 2009]

[Tacotron; Wang et al., 2017;

Figure courtesy of A. Tjandra]

[Wavenet; Oord et al., 2016]

ÅConditional WaveNetςTTS
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TTS Performance 

ÁFrom robot voice to human-like voice
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Duplex scheduling a hair salon appointment:

Duplex calling a restaurant:

[Source: https://ai.googleblog.com/2018/05/
duplex-ai-system-for-natural-conversation.html]

[Source: https://www.economist.com/technology-quarterly/2017-05-01/language]

ÁGoogle Duplex
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