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ABSTRACT
Although Social Skills Training is a well-known effective method to
obtain appropriate social skills during daily communication, getting
such training is difficult due to a shortage of therapists. Therefore,
automatic training systems are required to ameliorate this situation.
To fairly evaluate social skills, we need an objective evaluation
method. In this paper, we utilized the second edition of the Social
Responsiveness Scale (SRS-2) as an objective evaluation metric and
developed an automatic evaluation system using linear regression
with multi-modal features. We newly adopted features including 28
audio features and BERT-based sequential similarity (seq-similarity),
which indicates how well the meaning of users remains consistent
within their utterances. We achieved a 0.35 Pearson correlation
coefficient for the SRS-2’s overall score prediction and 0.60 for the
social communication score prediction, which is a treatment sub-
scale score of SRS-2. This experiment shows that our system can
objectively predict the levels of social skills. Please note that we
only evaluated the system on healthy subjects since this study is
still at the feasibility phase. Therefore, further evaluation of real
patients is needed in future work.

CCS CONCEPTS
• Human-centered computing → Collaborative and social
computing; •Applied computing→Health care information
systems.
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1 INTRODUCTION
Social Skills are essential for communicating with others. Accord-
ing to Bellack et al., the components of social skills are mainly
divided into three groups: expressive behavior, such as eye con-
tact or posture; receptive behavior, which is attention to and the
interpretation of the relevant cues for emotion recognition; and
interactive behavior, such as response timing or turn taking [3].
We usually acquire these skills in childhood. However, some chil-
dren fail to learn them for some reasons such as Autism Spectrum
Disorders (ASD) [1]. Daily life is quite difficult without such skills
since most daily situations are based on the integration of several
social skills. Even though social skills are necessary, learning them
by ourselves once we’ve become adults is very complicated.

One solution is called Social Skills Training (SST), which is a
type of behavioral therapy for improving social skills. According
to Bellack et al., it is based on "conditioned reflex therapy" and
"psychotherapy by reciprocal inhibition" and "social learning the-
ory" [2, 13, 18, 27]. Once SST was first introduced, it became widely
used in a wide range of areas [3]. SST’s minimum setup is one leader
and one member [3]. It can also be done in a group with several
members. In that setting, a sub-leader might be designated to help
the leader. The following is its basic procedure. First, the leader
and the members decide the objective skill and the goal of the SST.
Second, the leader demonstrates a good example of the skill/goal
by acting in the situation himself. Third, a member imitates the
example by himself. Fourth, positive and negative feedback are
given to the member by the leader. Fifth, based on the feedback, the
member repeats his performance and tries to improve it. Sometimes,
homework might be assigned to him for further improvement.

Although SST is well-known method, access to it is difficult
for the following reasons. One is social stigma attached to those
with mental illnesses [8, 10]. Many such people are not completely
accepted in certain situations. Patients sometimes fear that they or
their family might be abused or shunned by neighbors who learn
about such problems. Another reason is the difficulty of training to
become an SST leader. To conduct SST effectively, a person must
master how it works and learn how to give feedback tomaximize the
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members’ improvements, which is time consuming. Some programs
need 8 to 12 weeks to complete [5].

Therefore, virtual agents have been introduced. SimSensei is a
virtual therapist that conducts therapy sessions for PTSD patients,
whose quality approaches that of face-to-face sessions [6]. How-
ever, this virtual agent wasn’t tested it in an SST context. Tanaka
et al. automated the SST process by a computer system using a
multi-modal dialogue system with an embodied conversational
agent [20]. Their system goal was to improve user’s speaking skill.
They used speaking skill score as an evaluation metric to measure
user’s speaking level. Scores were annotated by several experienced
therapists and averaged as groundtruth labels for each bit of data.
Although the scores were annotated by therapists, they remain
unfair since they are subjective. An objective metric is still needed.

In this paper, we solved the subjectivity problem by utilizing the
Social Responsiveness Scale Second Edition (SRS-2) as an objective
evaluation metric [11]. To improve the SRS-2 score estimation, we
used some new audio and text features, including novel BERT-based
sequential similarity.

Since SRS-2 is originally developed to create the most official
treatment plan for clinical practice, this study has potential to
accelerate in clinical situation as well [11]. Since this study is still in
feasibility phase, we evaluated the effectiveness on healthy subjects
as the first step. Evaluation on real patients will be next step in the
near future.

2 SOCIAL RESPONSIVENESS SCALE SECOND
EDITION (SRS-2)

SRS-2 is an objective evaluation metric comprised of 65 questions.
Although SRS-2 was originally designed to assess potential Autism
SpectrumDisease (ASD) sufferers, it is also capable of differentiating
a variety of mental diseases. Furthermore, its effectiveness was
investigated not only on disabled people but on healthy people as
well [11]. Therefore, this can be used for healthy people too.

In this paper, we utilized the SRS-2 overall score and one of
its treatment sub-scale scores called Social Communication (22
items out of 65) as ground-truth labels for training. Since the SRS-
2 overall scores include and can be affected not only by social
communication skills but also such information as living style,
we also decided to use SRS-2 Social Communication scores, which
provides clearer information about the user’s social communication
skills than the overall scores. Especially, it indicates a physical
aspect of social interaction, which is more feasible for future SST
automation because it is intuitively understandable and objectively
observable.

Social communication score and SRS-2 overall score were highly
correlated with its coefficient 0.92. On the other hand, their corre-
lation coefficients with subjective speaking score, rated by experts
in previous research, was -0.19 and -0.29 respectively [19].

3 MULTI-MODAL FEATURES
Correctly using every appropriate skill in every situation is very
difficult since social skills are constructed with multiple communi-
cation modalities. Therefore, multi-modal features should be used
to estimate the levels of social skills. In this section, we introduce

Table 1: Audio and text features

Feature name Description
Energy Mean spectral energy

F0, F1, F2, F3 Mean Mean frequency of
F0, F1, F2, F3

F0, F1, F2, F3 SD Standard deviation of
F0, F1, F2, F3

F0 Min Minimum F0 frequency
F0 Max Maximum F0 frequency
F0 range Difference between

F0 MAX and F0 MIN
F1, F2, F3 BW Average bandwidth of

F1, F2, F3
F2/F1, F3/F1 Mean Mean ratio of

F2-F1 and F3-F1
F2/F1, F3/F1 SD Standard deviation of

F2/F1 and F3/F1
Int mean Mean vocal intensity
Int Min Minimum vocal intensity
Int Max Maximum vocal intensity
Int range Differences between

max and min intensity
Int SD Standard deviation of vocal intensity
Jitter Irregularities in F0 frequency

Shimmer Irregularities in intensity
Unvoiced % Percentage of unvoiced regions
Breaks % Average percentage of breaks
WPM Number of words per minute
Six plus Number of words

over six letters
Fillers Number of fillers

Vocabulary size Number of unique words
Seq-similarity BERT-based sequential similarity

our predictor’s input features for each modality and our basic idea.
The features used in our proposed model are shown in Table 1.

3.1 Audio Features
Previous research identified the importance of audio information
to estimate people’s speaking skills [20, 21]. Both of these works
used four different audio features. We enhanced their research by
applying 28 audio features that were originally used to analyze and
predict the performances of job applicants during interviews [15].
We decided to apply it to this research since job interviews also use
multi-modal information like SST.

We calculated the audio features with Praat [25], which is open-
source software for prosody analysis.

3.2 Textual Features
We utilized three features from Tanaka’s work as basic features [20].
Word per minutes (WPM in short) indicates user’s speaking rate,
which is reported it correlates with interview skills [9]. Word more
than six letters (called six plus in this paper) indicates how the user



uses complicated or unexpected words. It is reported that individ-
uals with social difficulties use more complicated or unexpected
words, and deficits of social difficulties affect inappropriate usage of
words [17]. Specifically, words structured by more than six letters
may be related to complicated words [16]. Fillers indicates how
frequently user uses fillers while talking, which disturbs listener’s
focus on the content of the speech.

In this paper, we extended them by adding new features, vo-
cabulary size and BERT-based sequential similarity based on the
following two hypothesizes:

(1) People with high social skills should have a large vocabulary.
(2) The talk by people with high social skills should be semanti-

cally consistent.

We calculated the vocabulary size after transforming words into
their original grammatical forms using the mecab-ipadic-NEologd
Japanese morphological analysis tool [22–24], which is based on
the MeCab Japanese morphological analysis tool extended with a
customized system dictionary [14].

We also utilized BERT-based sequential similarity (seq-similarity)
as a feature. It was inspired by a previous work [4]. Bertola et al.
proposed a method to calculate embedding similarity by averaging
the cosine similarity between the 1st and 2nd words, the 3rd and
4th words, etc. They calculated word embedding using the tf-idf
method. Recently, it was reported that BERT works better than
previous methods in many different research topics [7]. BERT is a
type of neural network based on transformer architecture, which
can output word embeddings by taking the adjacent context into
account. Therefore, we utilized BERT to create word embeddings.
We used a pre-trained Japanese BERT model with whole-word-
masking provided by a library named "Transformers" [26]. Once
word embeddings were extracted, its average of cosine similarity
scores between adjacent pair of words was calculated as the final
feature value.

4 EXPERIMENTS
4.1 SRS-2 score prediction from extracted

features
We trained a linear regression model using the multi-modal features
shown in Table 1. We didn’t use regularization in this paper since
its result was worse in preliminary experiment. To compare our
model with a previous work, we also trained Tanaka’s model as a
baseline [20].We used the following as input features of the baseline
model: words per minute, words over six letters, number of fillers,
vocal amplitude mean, coefficient of F0 variation, pause percentage,
spectral tilt between F1 and F3 (H1A3), smile ratio, and head poses
(pitch, yaw, roll).

4.1.1 Training data.
For model training and evaluation, we used Japanese one-minute

speaking videos taken from the experiments of previous research [19].
The following is its data collection procedure. First, the partici-

pants talked for one minute about a recent positive event through a
laptop screen to the virtual agent, which was created using MMDA-
gent (http://www.mmdagent.jp/). While the participant is talking,
his face and voice were recorded. Its transcription was created by

Table 2: Ourmodel’s coefficients for overall score prediction
(left) and social communication score prediction (right)

Name Coefficients
Seq-similarity -595.7

Energy 74.0
F2/F1 Mean 32.5
F2/F1 SD -30.2
Int SD 13.6

Name Coefficients
Seq-similarity -277.6

Energy 23.6
F2/F1 SD -13.5

F2/F1 Mean 5.8
F3/F1 Mean 4.8

human annotator afterwords. Second, they filled out a 65-item ques-
tionnaire that explored their living style, communication style, how
they usually feel when they are communicating with others, etc.
The dataset included the speaking data of 27 healthy subjects.

4.1.2 Outlier elimination.
To create the feature vectors used in both the baseline and our

model, we extracted multi-modal features from each video. As we
extracted the visual features of the baseline, we found an outlier
caused by a failure of the head pose estimation. We eliminated these
data from the dataset and trained with the remaining data of the
26 participants.

4.1.3 Experiment details.
All the features were normalized with subtracting the mean and

dividing by the l2-norm before inputting them to the model. To
address the problem of the dataset size, we trained and evaluated it
with a leave-one-subject-out cross validation technique.

4.2 Results
The overall score prediction respectively resulted in the following
results for the baseline and our method: correlation coefficients,
0.28 and 0.35; RMSE, 32.13 and 27.34; and the standard deviation
of the absolute error, 24.08 and 14.38. Figures 1 shows scatter plot
with ground-truths and predictions of the SRS-2 overall scores for
our model.

The social communication score prediction respectively resulted
in the following results for the baseline and our model: correlation
coefficients, 0.45 and 0.60; RMSE, 11.33 and 9.36; and the standard
deviation of the absolute error, 8.17 and 4.59. For the social com-
munication score prediction, both the baseline model and ours
were significantly correlated (p<0.05) by a test of no correlation.
Our model’s result was significantly correlated at a 0.01 p-value
threshold. Our model’s RMSE was 1.97 smaller than the baseline.
Figures 2 shows scatter plot with ground-truth and prediction of
social communication scores for our model.

The left of Table 2 shows the top-5 coefficients of the models
when we predicted the SRS-2 overall scores and the social com-
munication scores. The coefficients were averaged across the 26
cross-validation trials. We confirmed that no critical multicollinear-
ity was found since its coefficients were either stable across all the
trials or were too small to affect the results.

http://www.mmdagent.jp/


Figure 1: Prediction of SRS-2 overall score with our
model: correlation coefficient: 0.35

Figure 2: Prediction of SRS-2 social communication
scores with our model: correlation coefficient: 0.60

5 DISCUSSION
From the result of SRS-2 overall score prediction, our proposed
model outperformed the baseline for both the SRS-2 overall scores
and social communication skill scores. Especially in the social com-
munication skill score prediction, our model’s predictions were
more precise and more accurate since the resulting correlation co-
efficient, RMSE, and standard deviation of the absolute error were
0.60, 9.36, and 4.59, respectively.

To determine which features most affected the results, we inves-
tigated the trained model’s feature coefficients. Since every input
feature was normalized to a value range from -1 to 1, we treated
each feature coefficient as the importance of the feature. From the
left of Table 2, note that the Seq-similarity produced by BERT was
much more dominant compared to others. We found a similar ten-
dency on the right side of Table 2. Hence, our second hypothesis
"The talk by people with high social skills should be semantically
consistent" was proved; the first one "People with high social skills
will have large vocabularies" was rejected.

We also tried to determine the meaning of the coefficients. Note
that since the SRS-2 score was originally developed to assess the
severity of mental diseases, a low SRS-2 score denotes better social
skills. For the overall score prediction, F2/F1 mean and Energy
and Int SD had positive coefficients; Seq-similarity and F2/F1 SD

had negative ones. Since the F2/F1 mean is intuitively difficult to
understand, we need to scrutinize it in this section.

Kagomiya reported that the long vowels of /i/, /e/, /u/ have lower
F2/F1 ratios than their short vowels [12]. Although the long vowels
of /a/, /o/ have higher F2/F1 ratios than their short vowels, we
believe that the latter can be ignored because the former is dominant
(3 out of 5 vowels). Therefore, from this theory about the relation
between short/long vowels and F2/F1 ratio, with the support of
the our results, we found that using longer vowels in conversation
improved social skills. This is intuitively understandable because
we sometimes feel that people speaking without long vowels in
Japanese are too systematic or too dry and hence less friendly.

In summary, we believe that the following points are critical
to improve social skills. Note that each point corresponds to each
feature on the left of Table 2.

• Maintain semantic consistency while you are talking.
• Do not talk too loudly.
• Use long vowels instead of short ones.
• Talk in a clear, distinguishable voice.
• Maintain an equal level of voice intensity.

We also identified a similar tendency in social communication
scores (the right of Table 2). That was because the social communi-
cation score was a sub-scale of the SRS-2 overall score, and both of
them were highly correlated with its coefficient of 0.92.

At the same time, the social communication score prediction is
more accurate and precise than the overall score estimation because
the latter is more difficult since the overall score includes more
complex user traits. We believe that more critical features must be
included to more accurately estimate the overall scores.

6 CONCLUSION AND FUTURE DIRECTION
We proposed a model to predict the SRS-2 overall score and its
sub-scale score (social communication score) with a novel set of
multi-modal features. Our model achieved a correlation coefficient
0.35 for the overall score and 0.60 for the social communication
score.

Although we showed the effectiveness of audio and text features
to predict social skills level, there are some possibility to improve.
First, in terms of data collection, we need to investigate the effect
of virtual agent. Results might be different when the human thera-
pist handles the session instead of virtual agent. Second, since all
participants for this experiments were healthy subjects, therefore,
it is needed to test this system with people who has real social
difficulties for further evaluation. Third, since we didn’t use any
visual information, there is opportunity to improve by adding such
information. Our team is mainly working on second and third one,
and it will be published soon.
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