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Human-to-Human Communication

= Speech in Human Communication
— The most natural modality to express & share their ideas, experiences, and knowledge

f

Business

Conversations

Meeting
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How do We Communicate?

- Speech Chain [Denes & Pinson, 1993]

afternoon”
Auditory feedback
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Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 4



How do We Speak? Al?

= Speech Production Model

— By expelling air from the lungs through the trachea, and passed through
the larynx then out the mouth or nose (vocal tract)

h(t)

Speech Sound
y(t) = x(t)*h(t)
[C]

AHHHII RM Am“ |
F F F
Speech sound
1 VWAL S .

Air flow from lungs

Source (Glotal Pulse) —
x(t)

[B]

Vocal tract

[A] [B] [C]
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Speech Utterances

she just had a baby

sh iy j ax s h ae dx| ax b ey b iy

0 1.059
Time (s)

sh iy | ax h ae dx| ax b ey b iy

1.059

[Source: https://web.stanford.edu/class/cs224s/lectures/224s.17.lec2.pdf|
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How do We Hear?

= Human Ear
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— Receive the acoustic waves, amplify the intensity, & analyze the frequency

Hammer

[Bosi & Goldberg, 2003]

Outer Ear
Collects sound and funnels it
down to ear drum. Physical size
tuned to sounds around 4 kHz.

directional

microphone overload protection

Middle Ear
Converts air movemenit
in ear canal to fluid
movement in cochlea.

impedance matching,

imNerve:=

Cochlea

Inner Ear

Cochlea separates sounds by
frequency. Hair cells convert

fluid motion into electrical
impulses in auditory nerve.

neural encoding,
frequency analysis

__________________________________

The cochlea in inner ear

g [AH] as In *FATHER®
el
o
-
1000 2000 3000 Hz
Frequency
[EE] as in "HEED"

nerve LOW ngh

signals : .
tobrain Frequencies Frequencies

Separate Sound by Frequency

[Source: http://hyperphysics.phy-astr.gsu.edu/hbase/Sound/cochimp.html|
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Human-Machine Interaction

= Modality in Human-Machine Interaction

Communication Channel
Input

- Keyboard, mouse, touch screen tactile

- Microphone audio

- Scanner visual

- Camera, Eye tracking, Gaze tracking visual
Output

- Display visual

- Loudspeaker audio
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Human-Machine Interaction

= Modality in Human-Machine Interaction

— One of the earliest objectives in artificial intelligence (Al) has been to realize
a technology or a machine that can communicate with the human
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Human-Machine Interaction

= Modality in Human-Machine Interaction
— Providing a technology with ability to listen and speak

“Good
afternoon”

“How are you?”
Auditory feedback Speech

recognition

Speaking M' "| |“ | Listening

7

“Good afternoon”
Recognized words

Speaking

Speech
Synthesis
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Automatic Speech Recognition (ASR) AI?
= Traditional ASR based on Hidden Markov Model (HMM)

“MY SPEECH”

|

Imy speech/

W = argmax P(W|X,)

X
" N Feature S Search ) W
w’.rm'& i Extraction Algorithm | :
A A

M .
\ ' b Speech Signal 7 T 7 The most pr|obab|e string of words
my/ fspeech/ \ Phoneme Word Sentence
/ \ / Acoustic Model Lexicon Language Model
Im/[al )/&I/ [sl /5)\/ lee/ It/ Ish/ Bhone HIIM = Lexgu;;n |
x{ _x _\x xHV Ve YaaTanla o 5 iewr”  fao? ‘
e . X X Fam r r — g_z(ven 2 Lhkvsax n
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Text-to-Speech Synthesis (TTS)
= Traditional TTS based on Hidden Markov Model (HMM)

X X, XX... XX
B A A s L
Im/ fal Nl /sl Ipl leel R [sh/

N /NS

Imy/ Ispeech/

N\

Imy speech/

I

“MY SPEECH”

1 )

S

Speech signal
I ]

SPEECH

DATABASE FO Mel-cepsiral i
Extraction Analysis :

log FDI 1 I lME.tl-cer_!strum '

Training HMM .

Label !

Text Analysis
I ys Parameter Generation

Label from HMM

log FO | o ] Mel-cepstrum

, Pulse/Noise| Excitation [MLSA| SYNTHESIZED !
' Synthesis part [ Excitation Filter SPEECH

[Zen et al., 2009]
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ASR and TTS Performance o

Loud and clear
Speech-recognition word-error rate, selected benchmarks, %

Switchboard Switchboard cellular

O———q Meeting speech

Broadcast
speech

The Switchboard corpus is a collection of recorded
telephone conversations widely used to train and
test speech-recognition systems

1993 9% 98 2000 02 04 06 08

Sources: Microsoft; research papers

R

Up next Autoplay ©

Think Fast, Talk Smart:
mmunication Techniques

Subscribe to TED channel

\ Best Ted Talks 2015 - Draw your
future - Take control of your life

/home/sr-group/programs/demo_asr/demo_env/bin/python -l en_tedtalk
ZEEUTNDEEOSDRNEHFHUTERI2EDEEALOND, TESL
DANESTUNZIALZBELDESCEEZEMARL &L SBEREH > T i
W3, ES5ULTZENEESPOTCHAEZZABNS, i like to sugg e
est there are a number of habits that we need to move away from
i've i've assembled for your pleasure his seven deadly sins of
peaking i'm not pretending this is an exhaustive list but these

seven i think our pretty large.

TTS: From robot voice to
human-like voice

[Source: https://www.economist.com/technology-quarterly/2017-05-01/language] \
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SR and TTS Performance

SimpleScreenRecorder o= 2 = 1424 %

New Tab < ¥ @ Rancher « ¥ @ Rancher x ¥ [ Augmented H: @ x ¥ &3 Work-life ) simpleScreenRecorder

= C | B} https;//www.youtube.com Recording

[l Pause recording

* YouTube ™

[ Enable recording hotkey | Enable sound notifications

Hotkey: & ctrl+ [ shift+ [] Alt+ | Super+ |R 2
Information Preview

Total time: 0:00:00 Preview frame rate: | 10 &

FPSin: 0.00 e E
Note: Previewing requires extra CPU
FPSout:  0.00 time (especially at high frame rates).

Size in: 1366x768

One of 1,00 ==
F;lzee:aun'\.e: ;sr<t...h.mp4
TEDTalKk ==
| Bitrate: 0bps

New ideas every week
TED.com

Start preview

[X11Input:init] Using X11 shared memory.
[X11Input:inputThread] Input thread started.
[PageRecord::Startinput] Started input.
[PulseAudiolnput:inputThread] Input thread started.

€ cancel recording & save recording

How to speak so that people want to listen | Julian Treasure % A
13,930,914 views - ,
I e

ik
L

2
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[Source: Linked IN | Machine Learning vs Deep Learning]

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020

@ )
x>
3 % O
= A
= )
a o
= =

Hype Cycle for Emerging Technologies, 2018
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Recent ASR Technology
= ASR based on Deep Learning

“MY SPEECH” “MY SPEECH”

Imy speech/ / \
/ \ Important factors of
» Deep Learning:

Imy/ speech/ — Simplify many complicated
/ \ / \ hand-engineered models
— Let the networks find the way
Iml- 1 ;? fit—IslIplleel fsh/ / \ that map from speech to text
X XXX XX X X XoXs... By

17
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Recent ASR Technology
= ASR based on Deep Learning

Y1 Y2 Yt

“MY SPEECH”

LSTM
Char
Emb.
| Decoder

Input and Output
* X =[xq,..,Xs] (Speech features)

* Yy = [ylr "'ryT] (TeXt)

Model states
*  hf;.5 = encoder states

»  h% = decoder state at time t

Encoder * a; = attention probability
/ \ Bi-LSTM
Bi-LSTM NN types
XXX Xe. . XX | « LSTM (Long short-term memory)
Bi-LSTM  Bi-LSTM (Bidirectional LSTM)

X1 X2 Xs
t ey lelde X
Sl cRAT Su hé

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 1 8



ASR Progress

Loud and clear
Speech-recognition word-error rate, selected benchmarks, %

Log scale
100

Switchboard Switchboard cellular

O———q Meeting speech

Broadcast
speech

.:J\Bf‘iiﬂlibﬂard

et D59
The Switchboard corpus is a collection of recorded Microsoft, Switchboara
telephone conversations widely used to train and
test speech-recognition systems
1
1993 96 o8 2000 02 04 06 08 10 12 14 16

Sources: Microsoft; research papers

[Source: https://www.economist.com/technology-quarterly/2017-05-01/language]
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ASR Progress AlP

= |BM vs Microsoft:“Human parity”’speech recognition record
— Makes the same / fewer errors than professional transcriptionists

N-gram LM | Neural net LM
CH | SWB | CH | SWB

Povey et al. [54] LSTM | 15.3 | 8.5 - -

Model

New IBM System

Saonetal. [51] LSTM 15.1 | 9.0 - -

WER (%]
Saonetal. [S1] system | 13.7 | 7.6 122 | 6.6 SWB CH
2016 Microsoft system | 133 | 7.4 11.0 | 5.8 n-gram 6.7 12.1
Human transcription 11.3 |59 n-gram + model-M 6.1 1.2
. n-gram + model-M + Word-LSTM 5.6 10.4
[Xiaong et al., 2017] n-gram + model-M + Char-LSTM 5.7 10.6
n-gram + model-M + Word-LSTM-MTL 5.6 10.3
n-gram + model-M + Char-LSTM-MTL 5.6 10.4
n-gram + model-M + Word-DCC 5.8 10.8
n-gram + model-M + 4 LSTMs + DCC 5.5 10.3

[Saon et al., 2017]
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Recent TTS Technology
= TTS based on Deep Learning

. 'XT-1XT

X X XoXs... - XyaXs X XXX,
A \ /
Ish/

Im/ [al /|/ Isl  Ipl  leel

\ / \ / Important factors of
Imy/ Ispeech/ :
Deep Learning:
\ — Simplify many complicated
Im h hand-engineered models
y SPeec — Let the networks find the way
T that map from text to speech
“MY SPEECH” “MY SPEECH”
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Recent TTS Technology Al?

= TTS based on Deep Learning

xf?lis] Input and Output

] « xR =[x, .., xs] (linear spect. Feat.)
o aM =[xy, ..., xs] (mel spect. feat)
* ¥ =[y, .., yr] (text)

Model states

*  hf;5 = encoder states

« h% = decoder state at time t
* a, = attention probability

Decoder

' Encoder

CBHG

NN types

FC (Full-connected)

\ / . LSTM (Long short-term memory)
Bi-LSTM (Bidirectional LSTM)

| | | CBHG (Conv bank + highway net +

Y1 Y2 YT bidirectional GRU)

Char

“MY SPEECH” Emb.
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TTS Progress
= Google's DeepMind:

Major milestone in making machines talk like humans

CAE.

Output © © 0000000606006 0 9

Hidden
layer3

Hidden
layer2

Hidden
layer1

Input

Tpag

WaveNet: Generative Model for Raw Audio

[Source: https:/lwww.zdnet.com/article/googles-deepmind-claims-major-
milestone-in-making-machines-talk-like-humans/]
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Mandarin Chinese

4.21
4.08

3.79

3.47
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Concatenative Parametric WaveNet Human Speech

Concatenative Parametric WaveNet Human Speech
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TTS Progress Al?

= Google Duplex:
Al System for Accomplishing Real-World Tasks Over the Phone

: Google Al

Duplex scheduling a hair salon appointment:
mmmm ®: Google Assistant ch\jtﬂw

Duplex calling a restaurant:

> _
‘ i { | “/ \\.
® | Py
& Y
L d

“How long is the wait

usually to be seated?” [Source: https://ai.googleblog.com/2018/05/
duplex-ai-system-for-natural-conversation.html]
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What is left?
Are all problems solved?
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Machine Learning vs Human Learning

= Learning Issues

— It requires a lot of parallel speech and text, more than human need
— Such data is often not available

“Good
afternoon”

“How are you?”

Auditory feedback S peec h
recoghnition
Speaking | || || |" Listening “Good afternoon”

Recognized words

| “l |“ .I' Speaking f_\f.\ .
Speech ll Sépeech ll
Synthesis orpus orpus

I
1
1
1
1
1
1
1
1
1
1
1
1
\

____________________________________________________________________________________

* Good Morning
* Have a nice day.

Basic

_________________________________
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Machine Learning vs Human Learning
= Learning Issues
— It requires a lot of parallel speech and text, more than human need
— Such data is often not available
B ' g A Living Languages Number of Speakers
R WY, Area Count Percent Count Percent
ol Lo Africa 2,110 30.5 726,453,403 12.2
Americas 993 14.4 50,496,321 0.8
FINg Asia 2,322 33.6 3,622,771,264 60.8
'g-%_f ; T, Europe 234 3.4 1,553,360,941 26.1
(vi( o o Pacific 1,250 18.1 6,429,788 0.1
3;“ 2, Totals 6,909 100 5,959,511,717 100
Ty Only up to ~100 languages are covered by
s language technologies.
h Nearly 7000 living languages (spoken by 350

Lewis, M. Paul (ed.), 2009. Ethnologue: Languages of the World, Sixteenth edition.
Dallas, Tex.: SIL International. Online version: http://www.ethnologue.com/.

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020

million people) have not yet been covered.
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Machine Learning vs Human Learning

= Human Learning

— Humans learn how to talk by constantly repeating their articulations & listening to sounds produced
— A closed-loop speech chain mechanism has a critical auditory feedback mechanism

Children who lose their hearing often

“Good have difficulty to produce clear speech
afternoon”

Adults who become deaf
after becoming proficient with a language
Auditory feedback nonetheless suffer speech articulation declines
as a result of the lack of auditory feedback

Speaking I| ll [Waldstein, 1990]

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 2 8
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Machine Learning vs Human Learning

= Human Brain: Sensorimotor Integration in Speech Processing

(1) the auditory system is critically involved in the production of speech
(2) the motor system is critically involved in the perception of speech

Articulatory Vocal Tract —> speech

control
v
| Motor Auditory
L2 Phonological L Auditory- Phonological
System motor System
Vocaltract state < translation € Sensory targets/
estimation prediction
i I Internal model I
Predict
So— Lexical-conceptual
system

b
Correct

An Integrated State Feedback Control (SFC) Model

Spt exhibits sensorimotor response properties, activating
of Speech Production [Hickok et al. 2011]

both during the passive perception of speech and during

covert (subvocal) speech articulation [Hickok et al, 2003]
Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020
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Machine Learning vs Human Learning

= Machine Learning

— Computers are able to learn how to listen or learn how to speak
— But, computers cannot hear their own voice

..I',“|. l“' " Listening “Good afternoon” “How are you?”
Recognized words

Speech recognition
— Only listening

Speaking Speech synthesis
H’H“’.I" — Only speaking

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 3 O
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Basic Machine Speech Chain

[A. Tjandra, S. Sakti, S. Nakamura, "Listening while Speaking:
Speech Chain by Deep Learning”, in Proc. ASRU, 2017]
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MaChine SpeGCh Chain % nast
= Proposed Method

— Develop a closed-loop speech chain model based on deep learning
— The first deep learning model that integrates human speech perception & production behaviors

“Good Not only has the capability to listen and speak,
afternoon” . . .
but also listen while speaking

Auditory feedback

Speaking Il | l

“How are you?”

Auditory feedback

Speaking

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 3 2



& Scieng,

e
@ <
x>
3 % C
= A
= )
b o
= =
~

Machine Speech Chain

Speaking Speaking

X =J\P“J\ﬁ“"h” 4—“1— y = “text” X ZJ\I”‘JW\”
j\> X =JWJ\M~ y = “text” Feedback

Listening

y = “text”

Listening

X =W” _*m—’ y = “text” X =/W\N\N

A closed-loop architecture:

— In training stage:
= Allow to train with labeled and unlabeled data (semi-supervised learning)
= Allow ASR and TTS to teach each other using unlabel data and generate useful feedback

y = “text”

— In Inference stage: Possible to use ASR & TTS module independently

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 3 3
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Overall Architecture
2 =gl

Speaking

y = “text”

X =M&J\~ y = “text” Feedback

Listening

y = “text”

Definition:
 x = original speech, y = original text
X = predicted speech, y = predicted text
* ASR(x):x — ¥ (seq2seq model transform speech to text)
* TTS(y):y — X (seg2seq model transform text to speech)

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 34
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Case #1: Supervised Learning with Speech-Text Data

R

Given a pair speech-text (x”, y*)

« Train ASR and TTS in supervised learning xF = Ayl
« Directly optimized: '
— ASR by minimizing LASR (yP, $%) Lp°R (xF, 2P)
— TTS by minimizing £57°(x?, ) . b
x5 = Aw I'UIJH

« Update both ASR and TTS independently

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 3 5



Learning in Machine Speech Chain S\ ™

Case #2: Unsupervised Learning with Speech Only

R

Given the unlabeled speech features x 2U = el ple oo £I75 (0 2y

1. ASR predicts the transcription "' | 4
2. Basedon Y, TTS tries to reconstruct ﬁ
speech features £V

3. Calculate £{,"°(xY, £Y) between original U
speech features xYand the predicted £V

Possible to improve TTS with speech only
by the support of ASR

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 3 6



Learning in Machine Speech Chain S\ ™

Case #3: Unsupervised Learning with Text Only

R

Given the unlabeled text features yV U= tenin-» LR (yV 50)
1. TTS generates speech features £ l'_| ]‘
2. Basedon xY, ASR tries to reconstruct !

text features yY I

3. Calculate L% (yY,9Y)between original su_ ] E
text features yVand the predicted $V S B

|

li&i E

Possible to improve ASR with text only ‘ !
by the support of TTS I

yY = “text”----- '

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 3 7



Learning in Machine Speech Chain

* Training Objective

L=ax* (LR +LITS) + B« (LGR + LITS)

= Basic Idea

— Possible to train the new matters without forgetting the old one

— a > 0: keep use some portions of the loss and the gradient provided
by the paired training set

— o = 0: completely learn new matters with only speech or only text

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020



Sequence-to-Sequence ASR

Y1 Y2 YVt
Input & output
g * X =[Xq,..,X5] — Speech feature
Char * y = [yll '"ryT] — text
Emb. Model states
Decoder *  hf;5 = encoder states
»  h% = decoder state at time t
* a, = attention probability at time t
Encoder ¢ a.(s)= Align(hfé, hf)
Bi-LSTM exp(Score(hg,h$)
oy = R
Bi-LSTM Ys=1 eXP(SCOTe(hs;ht ))
* ¢; = Ys_qa.(s) * h¢ (expected context)
Bi-LSTM
Loss function
1 T
Lysr(y,py) = —7 Z 1(ye = ¢) * logpy, [c]
t=1 c€[1.C]

Similar to [LAS, Chan et al. 2015]

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020



]

5 %>
by A
= [o)
@ o
= =

2

Sequence-to-Sequence TTS

X[1,..5]

3 Input & output
CBHG P : « xR =[x, ..., x5] (linear spectrogram feature)
XM M xM ) Sneeteneech o xM =[xy, ..., x5] (mel spectrogram feature)
M [}/1, ---;yT] (teXt)

U B Model states

’ *  hf,.q) = encoder states

e h% = decoder state at time t

* a, = attention probability at time t

o ¢g = Xo_;as(t) * h¢ (expected context)

FC

Decoder X gI X {V{

Encoder

CBHG ’ Loss function
1 S
FC Reconst. MSE| Lorrsq (X, 55) — Ez (xé\’l — k‘é\’l)Z + (x§ — 25)2
Char EOS cross entropy R 1 S =1 R R
o Lrrss(b,b) = —32 (bs log(hs) + (1 — by) log(1 — b))
s=1
B4 Y2 vt

. Lrrs(%,2,b,b) = Lrrs1(x, %) + Lrrsz(b, b)
Similar to [Tacotron: Wang et al., 2017]
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Experiments on Single-Speaker Speech Chain v«

= Features

Speech:
* 80 Mel-spectrogram (used by ASR & TTS)
 1024-dim linear magnitude spectrogram (SFFT) (used by TTS)
 TTS reconstruct speech waveform by using Griffin-Lim
to predict the phase & inverse STFT
Text:
Character-based prediction
* a-z (26 alphabet)
* 6 punctuation mark (,:'?.-)
« 3 special tags <s> </s> <spc> (start, end, space)
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Experiments on Single-Speaker Speech Chain o

= Data set
— Single speaker LJSpeech (13,100 utterances)

— Randomly select 94% (total 12,314 utts) for training
3% (total 393 utts) for dev set
3% (total 393 utts) for test set

= Evaluation
— ASR: Character error rate (CER)
— TTS: L2-norm squared between , ,
the predicted and ground truth Supervised JRLElEl Unused
log Mel-spectrogram (Baseline) ESEL

Supervised Paired
(Upperbound) 100%

Semi Unpaired | Unpaired
Supervised

(no overlap)

Paired

30% Text

35%

Speech
35%
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ASR and TTS Results

= ASR

- TTS

s)
NAIST

Supervised (Baseline)

Supervised (Baseline)

Model Paired Tex‘f“pa‘sr;gech CER (%) Model Paired Texlf“pag;gech L2-norm?
Enc-Dec Att 10% - E 31.7 Enc-Dec Att 10% - - 1.05
Enc-Dec Att 20% - - 9.9 Enc-Dec Att 20% - - 0.91
Enc-Dec Att 30% - - 6.8 Enc-Dec Att 30% - - 0.71
Enc-Dec Att 40% - E 4.9 Enc-Dec Att 40% - - 0.69
Enc-Dec Att 50% - E 4.1 Enc-Dec Att 50% - - 0.66

Semi-supervised (Speech Chain) Semi-supervised (Speech Chain)
Enc-Dec Att 10% 45% 45% 12.3 Enc-Dec Att 10% 45% 45% 0.87
Enc-Dec Att 20% 40% 40% 5.6 Enc-Dec Att 20% 40% 40% 0.73
Enc-Dec Att 30% 35% 35% 4.7 Enc-Dec Att 30% 35% 35% 0.66
Enc-Dec Att 40% 30% 30% 3.8 Enc-Dec Att 40% 30% 30% 0.65
Enc-Dec Att 50% 25% 25% 3.5 Enc-Dec Att 50% 25% 25% 0.64
Supervised (Upperbound) Supervised (Upperbound)
Enc-Dec Att 100% - - 3.1 Enc-Dec Att 100% - - 0.606
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TTS Subjective Evaluation
= Mean Opinion Score (MOS)

TTS subjective evaluation on single speaker speech chain

5
. 3.56
o
§ 3.01
= 3
L,
=
R 1.94
c
©
]
=
1
0
Baseline Speech Chain Upperbound
paired 30% paired 30%, paired 100%

unpaired remaining
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DiSCUSSion % asT -

= Summary:

* Inspired by human speech chain, we proposed machine speech chain to achieve
semi-supervised learning

« Enables ASR & TTS to assist each other when they receive unpaired data

 Allows ASR & TTS to infer the missing pair and optimize the models with reconstruction loss
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Part Il
Multi-speaker Machine Speech Chain

[A. Tjandra, S. Sakti, S. Nakamura, "Machine Speech Chain with
One-shot Speaker Adaptation", in Proc. INTERSPEECH, 2018]
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Multi-Speaker Machine Speech Chain Al?

= Motivation

— Basic Machine Speech Chain was able to improve single-speaker result significantly
— Limitation: couldn’t perform on unseen speaker

= Proposed Approach: Handle voice characteristics from unknown speakers
— Integrate a speaker recognition system into the speech chain loop
— Extend the capability of TTS to handle the unseen speaker using one-shot speaker adaptation

f :J\[VJ\,‘“J\/V y = "t ext” i_\ — -J"',.'J""'-'lII|II'*r""JII'u-¢ ﬁ :— y - .r.rt ext »
X =J\[V‘J\r“~r\/\r y = “text” ‘ = “text”  z = NN
! SPKREC
X ZJNV\J\MN 5}\ = “text” x = = “text”

UtiIizing [Deep speaker; Li et al., 2017]
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Multi-Speaker Machine Speech Chain

= Train with Speech only:

ASR—TTS

X :"V"J\M’V »>Lrrs

|
=
|
l
I
I

(x, %)
E

— ASR predicts most possible transcription y
— SPKREC provide a speaker embedding z
— TTS based on [y, z] tries to reconstruct speech x

= Train with Text only:

TTS—ASR

y = “text”> LASRA(y' y)

T~ (DP U DU) y= “text’= = =

& Scieng,

e
@ <
x>
3 % C
= A
= )
b o
= =
~

% 5
VNAISTY &

— Sample a speaker vector Z from available speech
— TTS generates speech features x based on [y, Z]
— ASR given X tries to reconstruct text y
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LSTM

FC

Decoder

Encoder

CBHG

FC

Char
Emb.

Sequence-to-Sequence TTS

R
X1,
I-

!

.S]
'l mel-to-linear
M M

M

Xs

@ prediction

CBHG mel-to-linear
end-of-speech H

] )

S %> L

= A

“;; [+

= S

<, 2

)
v
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R Input & output
« xR =1xq,..,x5] — linear spectrogram
R e xM =[x, ...,xg] — mel spectrogram
prediction * y= [yl, e yT] —>.text
* zZ — speaker embedding vector
Model states
lsv g *  hf;5 = encoder states

«  h¢ = decoder state at time ¢
* a, = attention probability at time t
o ¢y = X3_;a.(t) = h¢ (expected context)
Loss function
1 S
Reconst. MSE| Lyrgq (X, %) = —Z (x — 2%+ (xF — 28)?
S 1

S=

xM

FC

Decoder

Encoder

CBHG

[EOS cross entropy| L rgy (b, B)

1S - ;
N _Ezsq(bs log(bs) + (1 — by) log(1 — by))

(z,2)
Izl 2+I2]]

FC

Char

Emb. Perceptual loss

V1 Yy Vr (original vs gen sp)
Lrrs(x,2,b,b) = Lyps;(x, %) + Lrrsy(b,b) + Lr7s3(2, 2)
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Experiments on Multi-Speakers

= Data set

* Training set: Supervised (paired text & speech)
e WSJ SI-84 dataset (baseline)
(7138 utterances, ~16 h, 84 speakers)
* WSJ SI-284 dataset (upperbound)
(37318 utterances, ~81 h, 284 speakers)

* Training set: Unsupervised (unpaired text & speech)
* WSJ SI-200 dataset
(30180 utterances, ~66 hours, 200 speakers)
* Notes: SI-200 doesn’t overlap with SI-84

* Development set: dev93
* Evaluation set: eval92

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020



ASR and TTS Results

= ASR

Model

CER (%)
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R

- TTS

Model [.2-norm-

Supervised training:

WSJ train _si84 (paired) — Baseline

Supervised training:
WSJ train _si84 (paired) — Baseline

Att Enc-Dec [58] 17.01
Att Enc-Dec [59] 17.68
Att Enc-Dec (ours) 17.35

Supervised training:

WSJ train _si284 (paired) — Upperbound

Proposed Tacotron (Sec. IV-C) (ours) 1.036
Supervised training:
WSJ frain _si284 (paired) — Upperbound
Proposed Tacotron (Sec. IV-C) (ours) 0.836

Semi-supervised training:

WSJ train _si84 (paired) + frain _si200 (unpaired)

Att Enc-Dec [58] 8.17
Att Enc-Dec [59] 7.69
Att Enc-Dec (ours) 7.12

Proposed speech chain (Sec. IV + Sec. IV-C)

0.886

Semi-supervised training:

WSJ train si84 (paired) + frain si200 (unpaired)

Label propagation (greedy) 17.52
Label propagation (beam=35) 14.58
Proposed speech chain (Sec. 1V) 9.86
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= Text: “the busses aren'’t the problem, they actually provide a solution”
* Single Speaker (LJSpeech) (p = paired, u = unpaired)

{: <. ~

 Multispeaker ( WSJ

{Iu\\

{Iu\\

N

Baseline (P SI84) | Sp-Chain (P si84 + U si200) | Full (P si284)

Female

A ‘
‘

{I u\

{I u\
{I u\

Male
B

4. 4.
S JE S JE

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020

52



s)
NAIST

Discussion

= Summary:
 Improved machine speech chain to handle voice characteristics from unknown speakers
— TTS can generate speech with similar voice characteristic only with one-shot speaker example
— ASR also get new data from the combination between a text sentence and an arbitrary voice

characteristic
By combining both models, we could train with auxiliary feedback loss

53
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Cross-Lingual Machine Speech Chain

[S. Novitasari, A. Tjandra, S. Sakti, S. Nakamura, "Cross-Lingual Machine Speech Chain for
Javanese, Sundanese, Balinese, and Bataks Speech Recognition and Synthesis", in Proc. SLTU, 2020]
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Cross-Lingual Machine Speech Chain

= Motivation
— Development of ASR and TTS for under-resourced languages are difficult
— A large amount of parallel speech-text data is often unavailable
— The human can learn a new language directly (without textbook) by listening and speaking

[ Let's practise your English! me nameis ... }

[ Could you repeat after me?

= Proposed Approach: Learn new languages with Machine Speech Chain
— Listening while speaking on new languages
— Enable to perform cross-lingual semi-supervised learning
— No need parallel speech & text of the new language
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Proposed Approach

= Application: Cross-Lingual Machine Speech Chain for
Javanese, Sundanese, Balinese, and Bataks ASR and TTS

— Indonesia is an archipelago comprising approximately 17500 islands
— Approximately, there are 300 ethnic groups, that speak 726 native languages

— Most of them are under-resourced languages
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Learning Process

Step 1: ASR and TTS supervised training using paired speech and text of
rich-resourced language (Indonesian)

IND Speech

y= “IND text”

x=qells —Ey

Loss sz =(y, )

= “Predicted IND text”

v
A

y=

¢—|_

7= lllﬂﬂl—l_’

Lossm

Predlcted IND speech

IND speech

ww

IND
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Learning Process

Step 2: ASR and TTS unsupervised training using unpaired data of under-resourced languages
(Indonesian ethnic languages: Javanese, Sundanese, Balinese, Bataks)

Predicted ETH speech

j;'= “Predicted ETH text” aum,

A| I JLDSSEIE—(%?)
e

]

Predicted ETH speech

f( = ﬁdVWnM/r

. If 5
e

. y= “ETHtext”

U X

ETH speech
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Experiments on Cross-lingual Speech Chain "

= Data set
* Rich-resourced language (Indonesian language)

Supervised (paired text & speech)
— Full set: 400 spkrs, 84k utterances (~80 hours of speech)
— Test set: 10% of data (40 spkrs)
Remaining data with 360 spkrs (20% dev set; 80% training set)

* Under-resourced language (Ethnics language)

Unsupervised (unpaired data: only text / only speech)

— Full set: 40 spkrs (10 spkrs/languange), 325 utterances/language

— Test set: 10% of data -- 16 spkrs (4 spkrs/language), 50 utterances/language
Remaining data with 36 spkrs (4 spkrs/language), 225 utterances/language
(10% dev set; 90% training set)

Sakriani Sakti @ AHC Labs, NAIST/RIKEN AIP, Japan | AIST Workshop (India) | August 20th, 2020 5 9



ASR and TTS Results
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NAIST

= ASR
Training Testing
ASR System Data Javanese | Sundanese | Balinese | Bataks Avr
Baseline IND Sup IND (Sp+Txt) 107.26 90.70 97.98 109.85 | 101.45
Proposed! IND+ETH | Sup IND (Sp+Txt) + Unsup ETH (Txt Only) 63.73 63.04 70.80 72.79 67.59
Proposed2 IND+ETH | Sup IND (Sp+Txt) + Unsup ETH (Sp+Txt) 31.96 31.97 27.00 37.37 32.08
Topline IND+ETH Sup IND (Sp+Txt) + Sup ETH (Sp+Txt) 20.20 17.89 15.41 26.69 20.05
- TTS
Training Testing
TTS System Data Javanese | Sundanese | Balinese | Bataks | Avr
Baseline IND Sup IND (Sp+Txt) 1.016 1.247 1.129 1.254 1.162
Proposed IND+ETH | Sup IND (Sp+Txt) + Unsup ETH (Sp+Txt) 0.547 0.531 0.560 0.510 | 0.537
Topline IND+ETH Sup IND (Sp+Txt) + Sup ETH (Sp+Txt) 0.415 0.470 0.478 0.399 | 0.441
60
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"= Summary:

« Construct ASR and TTS for ethnic languages (Javanese, Sundanese, Balinese, and Bataks,
when no paired speech or text data were available.

 Pre-trained on Indonesian with parallel speech-text in a supervised manner

 Performed speech chain mechanism with only limited text or speech of ethnic languages
(unsupervised learning)

« Enables ASR and TTS to teach each other even without any paired data

» The framework can be applied to any cross-lingual tasks without significant modification
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Machine Speech Chain Publications

General Machine Speech Chain Framework

= A Tjandra, S. Sakti, S. Nakamura, "Listening while Speaking: Speech Chain by Deep Learning", in Proc. IEEE Automatic Speech Recognition and
Understanding (ASRU) Workshop, 2017

= A.Tjandra, S. Sakti, S. Nakamura, "Machine Speech Chain with One-shot Speaker Adaptation”, in Proc. INTERSPEECH, 2018

= A Tjandra, S. Sakti, S. Nakamura, "End-to-end Feedback Loss in Speech Chain Framework via Straight-through Estimator”, in Proc. IEEE ICASSP,
2019

= A Tjandra, S. Sakti, S. Nakamura, "Machine Speech Chain," IEEE/ACM Transactions on Audio, Speech, and Language Processing (TASLP), Vol. 28,
pp. 976-989, 2020

Multilingual Machine Speech Chain

= S. Nakayama, A. Tjandra, S. Sakti, S. Nakamura, "Speech Chain for Semi-Supervised Learning of Japanese-English Code-Switching ASR and TTS",
in Proc. SLT, 2018

= S. Nakayama, A. Tjandra, S. Sakti, S. Nakamura, "Zero-shot Code-switching ASR and TTS with Multilingual Machine Speech Chain,* in Proc. IEEE
Automatic Speech Recognition and Understanding (ASRU) Workshop, 2019

= S. Novitasari, A. Tjandra, S. Sakti, S. Nakamura, "Cross-Lingual Machine Speech Chain for Javanese, Sundanese, Balinese, and Bataks Speech
Recognition and Synthesis", in Proc. SLTU, 2020

Multimodal Machine Speech Chain

= J. Effendi, A. Tjandra, S. Sakti, S. Nakamura, “Listening while Speaking and Visualizing: Improving ASR through Multimodal Chain,” in Proc. IEEE
Automatic Speech Recognition and Understanding (ASRU) Workshop, 2019

= J. Effendi, A. Tjandra, S. Sakti, S. Nakamura, "Augmenting Images for ASR and TTS through Single-loop and Dual-loop Multimodal Chain
Framework," in Proc. of INTERSPEECH, pp. to appear, 2020

Incremental (Real-time) Machine Speech Chain
= S. Novitasari, A. Tjandra, T. Yanagita, S. Sakti, S. Nakamura, "Incremental Machine Speech Chain for Enabling Listening while Speaking in Real-
time," in Proc. of INTERSPEECH, pp. to appear, 2020
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