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Deception in negotiation dialog

 Telling lies is a strategy that is frequently used to gain advantages in 
a negotiation.

 By telling lies, participants can lead the negotiation to outcomes that 
are more profitable.

 A negotiation system needs to know when the other party (user) is 
lying or not and recover from this situation

 Needs to build an accurate deception detector.
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Multimodal deception detection

 Deception can be detected from various clues: facial expressions, 
gestures, pitch, tone, …

 Recent deception detection studies use features from multiple 
modalities (Perez-Rosas et.al 2015), but they use simple fusion 
methods. 

 Proposal: a new and more powerful method of multimodal fusion.

 In my research, multimodal fusion of visual and acoustic modalities 
with Multi Layer Perceptron (MLP).
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Basic fusions: Early and Late Fusion Networks 
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 Early fusion
• Concatenate two vectors of visual and 

acoustic features

 Late fusion:
• Two subnetworks for each visual and acoustic 

features.
• One subnetwork for summarizing.



Advanced fusion #1: Hierarchical Fusion Network
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• Modalities have different levels of abstraction (hierarchy).

• Hierarchical fusion combine the modalities by concatenation through hidden 
layer.
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Hierarchy of modalities in terms 
of abstraction level

Recognizing emotion in spoken dialogue 
with hierarchically fused acoustic and 
lexical features (Tian et.al 2016, SLT)



Advanced fusion #2: Tensor Fusion Network 
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𝑀𝑖𝑗 = 𝑣𝑗 . 𝑎𝑖
𝑣 = vector of visual embedding, 𝑣 = 𝑉
𝑎 = vector of acoustic embedding, 𝑎 =A
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Embedding subnetworks:
Learning intra-modality interactions

Fusion subnetwork:
Learning inter-modality interactions

Tensor Fusion Network for multimodal analysis (Zadeh et.al 2017)



 Feature interaction: Intra-modality and inter-modality.

 TFN separates learning of intra-modality and inter-modality
interactions (embedding and fusion subnetworks).

 Representation of inter-modality interactions is given explicitly to
the fusion subnetwork.
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Advanced fusion #2: Tensor Fusion Network (cont.)



Weaknesses of current fusion methods

 Early fusion:
• representation of inter-modality interactions need to be learned.

• network learns intra-modality and inter-modality interactions simultaneously.

 Late fusion:
• Cannot learn inter-modality interactions.

 Hierarchical Fusion Network
• Fusion is still performed by concatenation  inefficient.

 TFN
• Still treats all modalities as same level of abstraction.
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Proposal: Hierarchical Tensor Fusion Network 
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Proposal: Hierarchical Tensor Fusion Network 
(cont.)
 Our proposal fusion method has advantages from both hierarchical 

fusion network and TFN.

 For modality with less important intra-modality interactions, we 
move them closer to the output layer (hierarchical-like structure):
• Learning of inter-modality interactions is preserved.
• Forcing the network to learn useful intra-modality interactions from other 

modalities.
• Prevent learning of unimportant interactions, reduce unnecessary parameters 

and make network structure less complexed.

 In our research, empirically visual intra-interactions are found to be 
less important.
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Proposal: Hierarchical Tensor Fusion Network 
(cont.)
 Compared with hierarchical fusion network:

• Expression of inter-modality interactions is given explicitly (outer product)

• Separation of inter-modality and intra-modality learning.

 Compared with TFN:
• Balancing abstraction levels.

• Avoid learning unnecessary interactions, simpler network structure.

 Our proposed model can outperform these methods.
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Experiment #1: Deception detection task

 Deception detection: distinguish between deceptive and truthful
utterances from speakers.

 It is a difficult analysis task that requires multimodal information.

 Dataset:
• Real-life trial (Rosas et.al 2015): recordings from court trials, 245 (105 deceptive, 140

truthful).
• Simulated health consultation (Tung et.al 2018): 1021 (177 deceptive, 844 truthful).
• Total: 1266 (282/984).

 Features extraction:
• Visual: Face Action Units, using OpenFace (Baltrusaitis et.al 2016)
• Acoustic: IS_09 emotion acoustic features set, using OpenSmile (Eyben et.al 2010)
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Experiment setup

 Cross-validation: 
• 4 fold (564 utterances), each fold has 1:1 ratio of deceptive/truthful. 702 

remaining are used for training.
• Each split: 1 testing, 1 development, and the rest are training data.
• Oversampling in training data to get 1:1 ratio.

 Optimizer: Adam, default hyper-parameters of Chainer (except for 
learning rate).

 All models are MLP with 1 hidden layer, sigmoid activation; trained 
with softmax cross entropy loss. 
• TFN embedding subnetwork uses ReLu activation.

 Hidden layer size and learning rate determined by development loss.
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Results #1: Deception detection

 Precision, recall, and F1-score are measured using deceptive label (positive).

 In general, the proposed Hierarchical TFN outperforms both Hierarchical 
fusion (p < 0.1) and TFN (p < 0.05).
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Accuracy Precision Recall F1 score

Single acoustic 53.78% 0.475 0.500 0.487

Single visual 49.28% 0.409 0.353 0.388

Multi early 53.42% 0.460 0.357 0.402

Multi late 54.68% 0.479 0.381 0.425

Multi hierarchical 53.78% 0.473 0.471 0.472

Multi TFN 50.36% 0.421 0.352 0.384

Multi  Hierarchical TFN 58.63% 0.530 0.500 0.515



Experiment #2: Dialog act selection
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Dialog modeling of negotiation system

 Dialog state: s = 𝑢, 𝑑 - 𝑢: user’s dialog act, 𝑑: user’s deception.

 State transition: 

𝑃 𝑢𝑡+1, 𝑑𝑡+1 𝑢𝑡 , 𝑑𝑡, ො𝑎𝑡 = 𝑃 𝑢𝑡+1 𝑑𝑡+1, 𝑢𝑡 , 𝑑𝑡, ො𝑎𝑡

𝑖𝑛𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑚𝑜𝑑𝑒𝑙

𝑃 𝑑𝑡+1 𝑑𝑡, ො𝑎𝑡

𝑑𝑒𝑐𝑒𝑝𝑡𝑖𝑜𝑛 𝑚𝑜𝑑𝑒𝑙

 Train the dialog manager using Q-learning

𝑄 𝑠𝑡, 𝑎𝑡 = 1 − 𝛼 𝑄 𝑠𝑡, 𝑎𝑡 + 𝛼 𝑟𝑡 + 𝛾max
𝑎𝑡+1

𝑄 𝑠𝑡+1, 𝑎𝑡+1

 Each turn, system action 𝑎 with highest Q-value is chosen.
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Results #2

 Human expert selects best action
in each dialog turn (based on
annotated user’s action and user’s
deception)
 Accuracy is measure by

comparing system’s choice with
human choice for each dialog turn.

 Using deception labels predicted 
by the proposed fusion method 
(Hierarchical TFN), the dialog 
system achieves highest accuracy 
in term of dialog act selection.

12/4/2019 2019©Nguyen The Tung AHC-lab NAIST 17

Accuracy

chance rate deception 65.69%

Gold-label deception 80.31%

Single visual prediction 70.15%

Single acoustic prediction 66.22%

Multi early prediction 66.48%

Multi late prediction 68.58%

Multi hierarchy prediction 69.10%

Multi TFN prediction 69.66%

Multi  Hierarchical TFN 
prediction

71.20%



Summary

 In this research, I propose multimodal fusion for deception detection
in negotiation dialog.

 The proposed fusion method achieved better results than the
previous methods in deception detection task.

 A negotiation dialog manager achieve high score when using
deception labels predicted by the proposed fusion method.
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Appendix: Reward function
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