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ÅEmpower a speech chain into a multimodal chain 
ÅVisual chain by jointly training IC and IR model 
ÅASR improvement even without speech and text data available 

 

I. Overview 

II. Training Mechanism of Multimodal Chain Framework 

Type 1. Paired speech-text-image data exists 
     (Supervised learning) 
ÅSeparately train ASR, TTS, IC, and IR 

Type 2. Speech, text, and image data exists, but unpaired 
     (Unsupervised learning) 

a. Speech data: speech chain ASR → TTS 
b. Image data: visual chain IC → IR 
c. Text data: speech chain TTS → ASR, visual chain IR → IC 

Type 3. Single modality data (either speech, text, or image exist) 
     (Unsupervised learning) 

a. Text data  : (TTS → ASR) + (IR → IC) 
b. Speech data : (ASR → TTS) + (ASR → IR → IC) 
c. Image data : (IC → IR) + (IC → TTS → ASR) 

IV. Experiment Results: When only a small amount of paired data exists  

 

V. Conclusions 

III. Components + Dataset 

ASR : Seq2seq with attention 
TTS : Tacotron with stop label prediction 
IC : ResNet + LSTM text decoder 
IR : Neural IR, retrieval by embedding             
           distance 
 
Dataset:  
ÅFlickr30k (train 29k, dev 1k, test 1k) 
ÅPhotos of everyday activities and scenes 
ÅOne image has five caption sentences 
ÅSingle speaker synthesized speech using 

Google TTS 
 
Training data partition: 

○ = available paired 
∆ = available unpaired 
x = not available The result shows that ASR can be improved even without speech and text data 

Experiment purpose:  
ÅNot to show that the multimodal chain can outperform a baseline that was only 

trained with a small dataset.  
ÅBut, to identify how much we can improve performance when the required data 

are no longer available. 

Improving ASR even 
without speech and 
text data 

ÅJointly train both speech and visual chain together 
Å Investigate result on natural multispeaker speech dataset 

Machine speech chain was 
proposed to mimic speech 
perception and production 
behavior 
Limited to speech and textual 
modalities 

Machine Speech Chain Multimodal Machine Chain 

ASR and TTS results on Flickr30k IC and IR results on Flickr30k 

Type 3c. (IC → TTS → ASR) 
visual ŎƘŀƛƴ Ҧ ǎǇŜŜŎƘ ŎƘŀƛƴ 

 

Type 3b. (ASR → IR → IC) 
speech ŎƘŀƛƴ Ҧ Ǿƛǎǳŀƭ ŎƘŀƛƴ 

 

 

Improving IC even 
without image and 
text data 

Speech : utterance 
Text : sentence 
Image : picture 

VI. Future Works 

ÅNatural communication is 
auditory + visual 

ÅMultimodal chain: 
ÅASR 
ÅTTS 
Å IC  
Å IR 

visual chain 

speech chain 

+ 

Data ASR WER (%) ↓ TTS L2-norm2↓ 

Initial model: ASR and TTS  
Supervised learning – Type 1 

D1 2k 
Speech+text 

81.31 0.874 

Proposed: speech chain ASR→TTS and TTS→ASR 
Semi-supervised learning – Type 2a and 2c 

+D2 7k 
Speech/text 

10.60 0.714 

Proposed: visual chain → speech chain 
Semi-supervised learning – Type 3c 

+D3z 10k  
Image only 

7.97 0.645 

Topline: ASR and TTS separately 
Supervised learning – Full data 

All 29k 2.37 0.398 

Data IC BLEU1↑ IR R@10↑ IR med r↓ 

Initial model: IC and IR  
Supervised learning – Type 1 

D1 2k 
Image+text 

33.91 26.88 34 

Proposed: visual chain IC→IR and IR→IC 
Semi-supervised learning – Type 2b and 2c 

+D2 7k 
Image/text 

42.11 28.14 31 

Proposed: speech chain → visual chain 
Semi-supervised learning – Type 3b 

+D3x 10k 
Speech only 

43.08 28.44 30 

Topline: IC and IR separately 
Supervised learning – Full data 

All 29k 66.27 62.42 5 Data Speech Text Image # Data 

(D1) ○ ○ ○ 2000 

(D2) ∆ ∆ ∆ 7000 

(D3x) ∆ x x 10000 

(D3z) x x ∆ 10000 


