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Abstract The number of aged people is increasing. The influence of solitude on
both physical and mental health of those seniors is a social problem that needs an
urgent solution in advanced societies. We propose a spoken dialogue robot that looks
over elderly people through conversations by using functions of life-support via
information navigation, attentive listening, and anomaly detection. In this paper, we
describe a demonstration system implemented in the conversational robot.

1 Introduction

Social relationships are essential for promoting mental health. People who perceived
the absence of positive social relationship tend to have a higher risk on both the
physical and the mental health than people who have a family living together. They
are depressed or socially isolated since they tend to have less communication. In
the aged society, the number of aged people in solitude increases, since friends and
relatives often do not have much time to be a constant companion. On the other hand,
the demand for professional caregivers for older adults already outstrips supply.
Thus technologies that increase opportunities for conversation are highly expected
[4, 2, 3, 1].

Communication robots are expected to solve these problems, as agents that use
communicative functions to prevent isolating aged people. These systems reduce
loneliness by listening to their self-disclosure attentively and increase the number
of contacts to societies by providing information about daily events. These systems
can also detect anomalies in aged people through daily conversations, for example,
response delay caused by dementia [15].
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Fig. 1 System architecture.

In this work, we built a dialogue robot for watching aged people through daily
conversations. The system has functions for preventing aged people from be-
ing socially isolated. The system is implemented in communicative robot called
“CommU1” with a speech interface. The system has functions of information navi-
gation, attentive listening, and anomaly detection, as shown in Fig. 1.

Some existing works built dialogue systems on robots for social conversations
[8, 13]. These works tried to build systems in typical social roles to realize natural
conversations. On the other hand, some works of dialogue systems tried to build
dialogue functions for helping aged society [17, 5, 12]. Our work builds a dialogue
robot in some social roles with aged people according to acquired knowledge of
these existing works. Our system also tries the detection of anomaly caused by de-
mentia.

2 System Architecture

2.1 Dialogue scenario

The system has two dialogue functions: “information navigation” and “attentive lis-
tening.” The system starts a dialogue with the information navigation function; the
function initiates dialogue and informs the user recent news written in web articles
in the manner of an information-navigation dialogue [19]. The system moves to at-
tentive listening mode that listening to the user opinion on the current topic, when
the focus detection predicts higher user’s interest. The focus detection module is
implemented by conditional random fields (CRF). The system continues to predict
the user’s interest during the attentive listening mode by using focus detection and
dialogue act classification modules based on logistic regression [18]. Once the sys-
tem predicts that the user wants to know other news, the system proposes another
piece of news of the day by using the information navigation module again. Before

1 https://www.vstone.co.jp/products/commu/index.html
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the topic transition, the system inserts a question generated by the anomaly detec-
tion module. The answer to the question is used to detect anomalies, particularly
dementia in our case.

2.2 Dialogue data

We collected dialogue data of human-human dialogue following our dialogue sce-
nario of information navigation and attentive listening [20]. A dialogue was con-
ducted between an aged person and a person who listened the aged person, that is, a
professional counselor, a professional care-taker, or a student. Sixty dialogues were
collected in total from 24 aged people, who are more than 65 years old, and 15 lis-
teners. Each utterance was transcribed and annotated with dialogue acts to use in
training the dialogue modules as follows.

2.3 Speech interfaces

The dialogue system has speech interfaces including automatic speech recognition
(ASR) and text to speech (TTS). We used Julius2 [9] as an ASR decoder by adapting
its language model with the collected dialogue data. Julius works as a server mode
in deep neural network-hidden Markov model (DNN-HMM) mode and controls any
speech activities of the user with its voice activity detection (VAD).

Open JTalk3 [7] was used to generate the speech output of the system. A model
of Open JTalk was first trained from the reading-style voice [14] and then adapted
using the voices of a professional counselor, who is working in the area of care-
taking for aged people, to build synthetic sounds that are easy for aged people to
catch.

2.4 Natural language understanding

The user utterances transcribed by the ASR module are sent to the natural language
understanding (NLU) module to extract information, which is necessary for decid-
ing the next action of the system. Our NLU module consists of two functions: fo-
cus detection and dialogue act classification. The focus detection module detects
whether an utterance made by the user contains any focus words, “an attentional
state contains information about the objects, properties, relations, and discourse in-
tentions that are most salient at any given point” [6, 18], or not, by using CRF. The

2 http://julius.osdn.jp/
3 http://open-jtalk.sourceforge.net/
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dialogue act classifier selects a dialogue act for the user utterance, that is, what the
intention is of the user in the dialogue level, based on logistic regression. Defined
classes are based on our previous work [18].

2.5 Dialog manager

Once the NLU module predicts the focus and the dialogue act of the user utterance,
these states are used to decide the next system actions. While the system is working
on the “information navigation” function, the system action is decided by a policy
function trained under a partially observable Markov decision process (POMDP).
The policy decides the actions of the system from three actions: topic presentation
(topic changing), storytelling and question answering. The policy is trained on an-
notated training data and it decides an action using information form NLU modules.

When the system changes the topic, the system randomly generates a question
that is used to detect anomalies. Our system randomly selects a question from a
question set for predicting dementia [16, 15]. The answer of the aged person is sent
to the anomaly detection server, and the result is sent to people who monitor the
elderly, e.g., medical doctor or family.

2.6 Information navigation module

Utterances generated in information navigation mode are based on our previous
study [19]. The system can provide information written in web news text (news of
the day) with the following functions.

• Topic presentation: Description of available news (topics) including topic changes.
• Storytelling: Description of a summary of the current topic. The description is

created from headers of web news articles.
• Question answering: Answering user’s question.
• Proactive presentation: Additional information provision to previous system ut-

terance. The sentence is generated from related news articles to the current article
(topic).

We expect this module to talk with the user on a variety of domains, to prevent the
isolation from the society.

2.7 Attentive listening module

Attentive listening mode is implemented to elicit positive emotions from the user
by following our previous work [10, 11]. The system selects a response from a re-
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sponse pool, which is constructed from the training dialogue data. Our dialogue
data is annotated with dialogue acts; thus, utterances annotated as feedback func-
tional utterances, for example, short feedback utterances such as “I see” or “Right”,
are stored in the response pool. These utterances are also annotated with emotional
impacts, that is, the degree of the effect on changing the emotion of the dialogue
partner. The system select a response from the response pool by considering the
connection to the contexts and the emotional impact.

2.8 Anomaly detection

For the anomaly detection function, we focused on dementia. Predicting dementia
from old response of old people is highly demanded on the aged society. It is crucial
to predict dementia in the early stages because dementia is progressive. Dementia
patients show signs in their communication even if the problem is at an early stage;
however, the discovery of such symptoms from aged people in solitude is often
delayed because they have fewer interactions with others than aged people living
with families or other people.

Recently, there have been pieces of research on predicting early-stage dementia
through human-agent interactions by asking questions [16, 15]. These works use
computer avatar with spoken dialog functionalities that produces spoken queries,
and try to predict dementia tendency using language and speech features extracted
from user utterances by using support vector machines or logistic regressions. We
implemented the dementia detection module by inserting typical questions ran-
domly during topic transition in dialogues because it is expected that dementia can
be predicted through natural conversations. Responses to these questions from aged
people are sent to the dementia detection module and used for detecting. If the sys-
tem predicts any indications of dementia, it will notify medical doctors or families.

2.9 Communication robot

We implemented our system in a communication robot, CommU, since it has high
expressiveness and familiarity. We set action patterns for the dialogue functions to
encourage positive dialogue. These patterns were manually designed.
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