Speaker and Emotion Recognition of TV-Series Data Using Multimodal and Multitask Deep Learning
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1 Introduction

In our daily lives, the interaction between humans involves both linguistic and paralinguistic aspect to make a better understanding of the interaction. Several studies previously were conducted to enable recognition of the nonverbal aspect by machine, for the example are the recognition of speech emotion [2] and speaker [6], which are the important nonverbal aspects in the conversation.

In recent time, study on multimodal and multitask recognition in human-machine communication field have gained attention. Emotion [8] or speaker [9] recognition using multi-modality had also been done by incorporating features from various aspects of video and resulted in the improvement. Studies on the multitask recognition also have been conducted, for the examples are recognition on speech and emotion [7]. In spite of these achievements, the study on multitask recognition that utilize multimodal features is still limited.

In this work, we conducted a study on both multimodal and multitask recognition by using deep learning to recognize the speaker and emotion of a speech from TV-series. The utilized multimodal features consist of acoustic, lexical, and facial features, which can be extracted from TV-series data. We explored two methods to combine the multimodal features to see the better choice for utilizing multimodal features. The applied methods include features concatenation and hierarchical fusion.

2 Model Architectures

2.1 Multimodal Classification

We evaluated two combination methods to combine the multimodal features. In the first method, feature concatenation, we concatenated the multimodal features into one feature set for the classification. In the second method, feature hierarchical fusion, the first layer of the neural network will take the first type of features, and its output will be concatenated with another type of features, and so on so the features will be fused hierarchically. Based on our experiment, the best fusion order was lexical, acoustic, then facial.

2.2 Multitask Classification

The multitask classification model classify three tasks that consist of speaker name, valence, and arousal of the input speech. Valence and arousal are emotion dimensions which are commonly used in the emotion recognition systems. Since valence and arousal are originally represented as a continuous value, we segmented each dimension into three categories based on the value: positive, negative, and neutral, to simplify the recognition.

3 Features

The utilized features include acoustic, lexical, and facial features, with the acoustic features as our main
features. Each feature extracted as utterance-level features to enable the utterance-level classification in our experiment. The acoustic features were extracted from the speech audio by using the openSMILE toolkit[3]. We used INTERSPEECH 2010 feature configuration[4] for the classification. The lexical features were extracted from the subtitle of video as an average vector of word-vectors for each utterance. The word-vectors were generated by using Google Word2Vec[5] model. The facial features were extracted from the speaker’s facial structure in the video by using the openFace toolkit[1].

4 Experiment

4.1 Dataset

We utilized dataset that constructed from an English TV-series data, which has been broadcast and also has been released in DVD commercially. The dataset consists of 2760 English utterances that collected from several random episodes. Each utterance was annotated with its speaker and emotion information after the collection process. The annotation resulted in 57 classes of speaker identity, while the emotion dimensions consist of 3 classes each. Labels of each task were not evenly distributed because of the uncontrolled environment of the source data. In the experiment, we utilized 2460 utterances as the train data and 300 utterances as the test data. Due to the limitation on the data size, the test data only included 10 speakers with 30 samples each.

4.2 Results

We conducted the experiment by using multilayer perceptron models. The multimodal and multitask models were also evaluated by comparing its performance to unimodal and single-task models. The results can be seen in Table 1. In this table, the symbols ‘A’, ‘F’, and ‘L’ denotes acoustic features, facial features, and lexical features respectively. The symbol ‘U’, ‘C’, and ‘H’ denotes unimodal classification and the multimodal features combination methods which consist of concatenation and hierarchical fusion respectively.

<table>
<thead>
<tr>
<th>Feature(s)</th>
<th>Speaker</th>
<th>Valence</th>
<th>Arousal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-task</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U: A</td>
<td>62.77</td>
<td>54.31</td>
<td>44.59</td>
</tr>
<tr>
<td>C: A+F</td>
<td>56.73</td>
<td>55.45</td>
<td>45.78</td>
</tr>
<tr>
<td>C: A+F+L</td>
<td>56.23</td>
<td>54.10</td>
<td>47.66</td>
</tr>
<tr>
<td>H :A+F+L</td>
<td>61.21</td>
<td>52.65</td>
<td>47.87</td>
</tr>
<tr>
<td>Multitask</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U: A</td>
<td>60.13</td>
<td>56.21</td>
<td>49.71</td>
</tr>
<tr>
<td>C: A+F</td>
<td>58.51</td>
<td>53.84</td>
<td>48.66</td>
</tr>
<tr>
<td>C: A+F+L</td>
<td>61.01</td>
<td>54.10</td>
<td>47.77</td>
</tr>
<tr>
<td>H :A+F+L</td>
<td>52.71</td>
<td>53.51</td>
<td>46.44</td>
</tr>
</tbody>
</table>

These results show that the multitask model, which only used acoustic features, resulted in the improvement than the single-task model for emotion recognition. The speaker, however, was best identified by the unimodal and single-task model. Unfortunately, the multitask model did not result in improvement when it utilized the multimodal features. The utilization of the multimodal features for the multitask recognition resulted in a complex model. Since the train data was limited, the simpler model or unimodal-multitask model performed better than the multimodal-multitask model.

5 Conclusion

We constructed the multimodal and multitask speaker and speech emotion recognition model by using deep learning and TV-series data. The multitask model outperformed the single-task model, especially in emotion recognition, by using acoustic features only. However, the multimodal-multitask model did not result in a significant improvement due to the limitation on the data size.
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