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o Background AlP

st s

Text-To-Speech (TTS) needs a full sentence as input
"FhADZRIIHIETY . " Wem ”’”

(I am Yanagita.) -

If text length is long, TTS has to wait till the end and cause a delay

"SHISAZDUAFILEFSHK
[CDWCELERIN, EEAAETA \
ARG REHNE L O response yet
(Today, | will talk about incremental e (v]l/a|t|r]cg the) ena
speech synthesis, but | think that there of sentence

are many people who know ......)

Require to synthesize speech in smaller chunks
— |Incremental TTS (ITTS)
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MK\ Related Works AlP

Limited existing works on ITTS (Mostly based on HMM)

Problems:
« Some contextual linguistic features become unknown
» Speech quality may deteriorate compared to standard HMM-TTS
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MK\ Related Works AlP

Limited existing works on ITTS (Mostly based on HMM)

Problems:
« Some contextual linguistic features become unknown
» Speech quality may deteriorate compared to standard HMM-TTS

[Baumann et al., 2014]

Analysis the impact of potentially missing features on the

quality of the estimated prosody.

* Investigation only base on word-by-word synthesis extension.
-> German, English
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m Related Works AlP

Limited existing works on ITTS (Mostly based on HMM)

Problems:
« Some contextual linguistic features become unknown
» Speech quality may deteriorate compared to standard HMM-TTS

[Baumann et al., 2014]

Analysis the impact of potentially missing features on the

quality of the estimated prosody.

* Investigation only base on word-by-word synthesis extension.
-> German, English

[Pouget et al., 2015]

HMM training strategy for ITTS
* French
-> Word-by-words synthesis (potentially with a delay of one word)
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# Research Objectives AlP

Most investigations focus only on German, English, French
* Focus on Word-by-word synthesis and its improvement.
 ITTS for tonal language has not been studied yet.

Example of tonal language — Japanese

« Major linguistic features: phoneme, accent phrase, and breath group
(several accent phrases)

* Only part-of-speech (POS) tag is used as word-level information

« Tonal feature is important

* It may uses longer unit than word as linguistic features and synthesis
unit.

Necessary to investigates the effect on speech quality in
linguistic and temporal locality choices in tonal language
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m Proposed Approach AlP

Investigates the effect on speech quality in linguistic and
temporal locality choices for a Japanese ITTS system

Investigation the quality of synthesized speech on
1st | various linguistic and temporal locality
* To estimate the optimum synthesis unit

\ 4

Investigation of chunk connection
2nd|* To maintain the smoothness between chunks
* To produce more natural speech

2018©TOMOYA YANAGITA, AHC-LAB, NAIST,
INERSPEECH2018

2018/9/19



/ﬂt\ Japanese Linguistic Information AlP

Sentence H©5W3B3ITAUDZE, B T € DI

Breath group Breath group 1 Breath group 2
High pitch
Accent phrase|® | |6 6 0 0 0] . | 0=0-0—0-0| | ow pitch
Word POS* | POS1 POS2 | 'T]... |POS10|P3 7|y
Phoneme %ra‘ yu‘ ru g‘ej |“ ts Jul Wo| ‘ma gle|lt|al |nlo| (dla

Example of different accent type *Part-Of-Speech tag

1% L (ha-shi) « Word has each
(Bridge) (chopsticks)| accenttype.

High p_itch - Different accent type,
Low pitch Different meanings.
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wy Japanese Linguistic Information AlP

Sentence H©5W3B3ITAUDZE, B T € DI

Breath group Breath group 1 Breath group 2
High pitch
Accent phrase|?® % |o 0000 | .. [ 0=0-0—0-0 0w pitch
Word POS | POS1 POS2 |9 ... [POSTO|PSS 1P| ey
Phoneme %ra‘ yu‘ ru g‘ej |“ ts [u| Mol ‘ma gle|lt|al |nlo d‘a

Example of connecting accent type (accent phrase)

IO < + A= FIb > (2O AXA—=FIL

(two hundred) (meter) (two hundred meters)

+ ->
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M Linguistic Features Locality Al

Use only “current” and “past” linguistic information

'j Remove “next” contextual information to unknown
Sz FALDE, #H F R

breath group— (st group2 |

Accent phrase
word [ os1 | (SRR 51 . (Fosiol (5[
] el e [lole e i B

Phoneme Elra N

Investigate several possible linguistic locality choices

Acoustic
E HMM } features

Train HMM models

(o)
Yot

P NpIST &

Breath group 5

Accent phrase
Word

Phoneme 5
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@) Experimental Set-up AlP

Setting Detalls

Dataset ATR 503 phonetically balanced sentences (HTS)
(Training 450 sentences - Test 53 sentences)

Acoustic FO (1dim), Mel cepstrum coefficient (39 dim),

feat. Aperiodic component (5 dim), and dynamic feature
Analysis STRAIGHT [Kawahara et al. 1999]

method

Linguistic Phoneme identity, Part-of-speech tag, relative pitch position, # of accent

Information phrases and moras, # of breath group, position of breath group, etc.

Objective Mean opinion score of naturalness
evaluation | (1: very bad, 2:bad, 3:normal, 4:.good, 5:Very good)
16 Japanese native speakers, each 15 samples
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oy Subjective Evaluation

b NAISTS &
5.0
H 95% confidence interval
4.0
*p<0.001 .
- [ . I - .
1
230 Pho: phoneme
! Pos: word POS tag
29 Acc: accent phrase
L0 " | |Bre: breath group
- Pho+Pos Pho+Pos+Acc Pho+Acc+Bre Baseline TTS

Linguistic Phoneme+POS
The naturalness close to bad (MOS=2)

Linguistic Phoneme+POS+accent phrase
The naturalness close to normal (MOS=3)

Based on the results,
we decided to accent phrase as a synthesis unit

2018©TOMOYA YANAGITA, AHC-LAB, NAIST,

2018/9/19 INERSPEECH2018




G scien%

M . FO Sequence Between Accent Phrases AlP

Problem
* Prosody breaks occurs when using only current accent phrase

units /

e
Frames Frames

Sentence unit synthesis Accent phrase unit synthesis

Chunk connection approach for smoothing(Timo et al. ,2012]
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m Proposed Approach AlP

Investigates the effect on speech quality in linguistic and
temporal locality choices for a Japanese ITTS system

\ 4

Investigation of chunk connection
2ndl* To maintain the smoothness between chunks
* To produce more natural speech
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Method of Chunk Connection

AlP

Phrase by phrase

Phrase with past one phrase

“Unit NG,

mm - Nﬁ*“;*l

Synthesized

Phrase with past all phrases

—— o — -
——h——

W .
| ;-»Wm

Unit1T SRR

Phrase with past/next one phrase

Unit1 TT =
Mli
Urit2 JIVEEER 7s » M

Unit1

= | bt

Unit] OB TS P'EMIM

Unitz IUEEN Unie2 KCTTs i

_——

= | b
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&) Subjective Evaluation

Phrase with past/next one phrase

5.0
|_| 95%confidence interval *<0.001
4.0
l ] I
O I
=
2.0
1.0
Phrase by phrase Phrase with paSt all phrases
I smthesized w W"
speech
w = il iMu
Unit3 mm | Unit1 | Unit2 VMIH}WI

Mnrm

T i
G Il §

= i

Connecting one past and next accent phrase chunks
could improve naturalness
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o ’ FO Sequence Between Accent Phrases Mp

B / I
> \ ==
(=) (=]
5 5
% 10+ !
o o
] @
— -
[ [
Il
accent accent accent accent accent accent accent accent accent accent
phrasel phrase2 phrase3 phrased phrases phrasel phrase2 phrase3 phi phr:
Frames

Frames
Phrase with past/next one phrase

Phrase by phrase )
I synthesizea | . il & N
| = WM i e
Iy Wi o

= i |

FO sequences can be smoother by waiting for one more chunk
before starting the synthesis process
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et Conclusion
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P NpIST &

Conclusion

Japanese language as tonal language

« Accent phrase (tonal information) unit required as synthesis unit
* |t's effective to wait for one accent phrase for improving quality

Future work

* Implementation of full-pledge Japanese ITTS System
« Experiment of other tonal language (i.e., Chinese..)
 DNN based incremental TTS
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End of slide
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Thank you
Q&A
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[cent]
300
250

o

Subjective result of

Investigation of linguistic Information Lo

The result tends to improve when linguistic information is added.

FO

>

P
<

# of linguistic Info. Many
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ho Pho Pho Pho Pho
+Pos +Pos +Acc +Pos
+Acc  +Bre +Acc
+Bre

[dB] Mel cepstrum distortion

ANP
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ho Pho Pho Pho
+Pos +Acc +Acc
+Bre

w

N

[EEN

# of linguistic Info. Many

Pho

+Pos
+Acc
+Bre

Pho : Linguistic set of phoneme
Pos : Linguistic set of word

Acc : Linguistic set of accent phrase

Bre : Linguistic set of breath group
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