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ABSTRACT

Emotion is a valuable information in various applications ranging

from human-computer interaction to automated multimedia con-

tent delivery. Conventional methods to recognize emotion were

based on speech prosody cues, facial expression, and body lan-

guage. However, this information may not appear when people

watch a movie. In recent years, some studies have started to use

electroencephalogram (EEG) signals in recognizing emotion. But,

the EEG data were entirely analyzed in each scene of movies for

emotion classification. Thus, the detailed information of emotional

state changes cannot be extracted. In this study, we utilize EEG

to track affective state during watching multiple movies. Exper-

iments were done by measuring continuous liking state during

watching three types of movies, and then constructing subject de-

pendent emotional state tracking model. We used support vector

machine (SVM) as a classifier, and support vector regression (SVR)

for regression. As a result, the best classification accuracy was

77.6%, and the best regression model achieved 0.645 of correlation

coefficient between actual liking state and predicted liking state.

These results demonstrate that continuous emotional state can be

predicted by our EEG-based method.
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1 INTRODUCTION

Human emotion is amental state that arises as pleasant or unpleas-

ant reactions to the experiences. Automatic emotion recognition is

one of important technologies that can be applied in various appli-

cations ranging from human-computer interaction to automated

multimedia content delivery. In personalized content delivery, the

system is able to create automatic video summary based on affec-

tive characteristics of the users. Many existing studies of emotion

recognition have been done based on speech prosody cues and fa-

cial expression [1, 2]. However, this information may not appear

when people watch movies. Thus, physiological indices such as

heart rate, skin conductivity, and respiration were proposed to rec-

ognize emotion [3]. In particular, EEG receives attention to recog-

nize emotion because EEG signal has significant relation to emo-

tion [4].

As related works of emotion recognition with EEG data, Ahem

and Schwartz found that spectral pattern is different between pos-

itive and negative emotions [5]. Furthermore, Khushaba et al. ex-

amined relationship between subjects’ preference and EEG to un-

derstand physiological processes of decision making [4]. They

asked subjects to choose a preferred object from some objects in

order to predict preference. Nie et al. recognized positive and neg-

ative emotions during watching movies based on EEG informa-

tion [6]. They measured an emotional content of each scene of

movie clips using self-assessment manikin (SAM) [7]. They labeled

each movie clip as positive or negative based on valence scores

of SAM. Then, they classified positive or negative in each scene

by using linear support vector machine (linear-SVM). In another

study, Dmochowski et al. predicted viewership of TV commer-

cial and movies from EEG data using a linear regression model

[8]. They also divided the video into some scenes, and EEG data

were analyzed for each scene. There are two publicly available

datasets; DEAP [9] and MAHNOB-HCI [10] which were proposed

for emotion recognition from EEG. These datasets are for about

one minute movies, and changes of temporal emotional state may

not be observed.

Despite various existing studies of EEG-based emotion recogni-

tion, the EEG data were entirely analyzed for each scene. Thus, the
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Figure 1: Experimental procedure

Figure 2: GTrace interface for a subjective evaluation of lik-

ing. Users move a cursor.

continuous information of emotional state changes cannot be ex-

tracted. For application such personalized movie summarization,

continuous emotional state is necessary to measure because the

movie contents are also continuous. Recently, there is an existing

study that tracks continuous emotional states in theatrical impro-

visations of pairs of actors based on body language and speech

prosody, and multimodal attributes predicted continuous emotion

with 0.54 of correlation coefficient [11]. Nevertheless, such track-

ing emotional state has not been done from the analysis of brain

activity.

In this study, our purpose is to track human continuous emotion

during watching multiple movies based on EEG signal. To achieve

it, first we selected liking as an emotional value, and we contin-

uously measure the liking scores for continuous video sequence.

We try to predict like and dislike emotions by using SVM, and we

also applied regression models to estimate liking degree by using

support vector regression (SVR).

2 METHODS

In this section, we describe our method to track continuous emo-

tional state from EEG signal. The Research Ethic Committee of our

institution has reviewed and approved this experiment.Written in-

formed consent was obtained from all participants before the ex-

periment.

2.1 Participants

The experiment was conducted with four participants who were

healthy, right-handed, and graduate student of our institution (3

males and 1 female, ages: M=25.25, SD=2.28).

2.2 EEG

A dry EEG headset (HD-72, Cognionics) was used as an EEG

recording device. 32 electrodes were located at Fp1, Fpz, Fp2, AF7,

AF3, AF4, AF8, F5, F3, Fz, F4, F6, C5, C3, C1, Cz, C2, C4, C6, CP5,

CPz, CP6, P7, P3, Pz, P4, P8, O1, Oz, O2 according to the Interna-

tional 10-20 electrode system. Two electrodes were located at both

earlobes as reference and ground. A sampling rate of EEG signals

was set as 300 Hz.

2.3 Movie Stimuli

To record variations of liking scores, three types of popular Japan-

ese animations, One Piece (Movie 1), Pretty Cure (Movie 2), and

Masked Rider Kabuto (Movie 3) which last about 25 minutes, were

used in the experiment. The videos were displayed to a 20-inch

monitor.

2.4 Data Recording

Figure 1 shows an experimental procedure. The experiment was

conducted in a quiet shield room. We set a noiseless environment

by directing subjects to turn their phones off. In the experiment,

the participants were asked to sit a chair and watch a screen mon-

itor. First, the participants rested for 30 seconds, and they watched

a video for about 25 minutes. While the participants rested and

watched the video, their EEG signals were recorded. After the par-

ticipants watched the video, they evaluated the liking scores by

using general trace program (GTrace) without EEG recording in

order to prevent noise by movement of an arm (see Figure 2). We

requested subjects to annotate by remembering their first liking

state. And then, the participants evaluated emotional valence and

arousal using SAM with nine scale for each scene [6]. Last, the

participants sorted scenes of the video according to their liking as
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ranking. We did not use the ranking data in this paper. The pro-

cedure was repeated three times using different movies. We had a

break between recordings.

2.5 Annotation

Here, we mention our annotation procedure. The participants con-

tinuously evaluated liking scores of the video using GTrace which

is a feeling trace tool [12]. The participants can change liking

scores by manipulating a cursor from side to side while they

watched the video. A rightmost label is set as “like extremely,"

which has value one. On the other hand, a leftmost label is set

as “dislike extremely," which has value zero. In addition, a central

label is set as “neither like nor dislike," which has 0.5, and this posi-

tion is initial state. This liking definition were proposed by Peryam

and Pilgrim [13]. The liking scores were recorded at a sampling

rate of 500 Hz. Obtained liking scores were down sampled from

500 Hz to 300 Hz by cubic spline interpolation. Finally, this liking

value was normalized between 0 and 1. Annotation data possibly

includes some mistakes due to user operation, but there were al-

most no errors as we checked.

2.6 Preprocessing of EEG Signal

All EEG signals were processed offline in the MATLAB software

(Math Works, Natick, MA, USA). To decrease effects of noise, EEG

signals were high-pass filtered with a cutoff 1 Hz, and notch fil-

tered at 60 Hz. After filtering, noisy channels and samples of EEG

signals were excluded. Channels whose average power exceeded

four times of the mean channel power were excluded. This pro-

cess repeated four times in an iterative scheme by referring to [8].

2.7 Feature Extraction and Selection

Power spectral densities (PSDs) of each channel were calculated

by short-time Fourier transform (STFT) with three second and

50% overlapping of Hamming window1. PSDs were separated into

theta (4-7 Hz), alpha (8-12 Hz), beta (12-30 Hz) and gamma (31-50

Hz) bands because PSDs of each frequency band relates to emo-

tional brain activity [14]. In each frequency band and channel, we

computed means of PSDs.

To find features having strong correlation with liking scores,

Spearman’s correlation coefficients between PSDs and liking

scores were calculated for each participant and movie. We sorted

combinations of channels and frequency bands in training data in

descending order of correlation coefficients as candidate features,

which were utilized for classification and regression.

2.8 Classification and Regression

For classification, three secondmovie clips were classified into two

kinds of label, “like" or “not-like" label.When liking scorewasmore

than mean of entire liking scores in the participant, it was labelled

as “like." In contrast, when liking scores was less than mean of lik-

ing scores, it was labelled as “not-like." Then, a classification model

was trained by SVM with radial basis function (RBF) kernel for

each subject and movie. Accuracies were computed by checking

1We tested different seconds (one and five), and found that it didn’t significantly affect
later results.

Table 1: Classification accuracies (％). [-] denotes excluded

data due to contaminated by noise.

Movie 1 Movie 2 Movie 3

Subject 1 55.1 63.5 64.5

Subject 2 - 57.1 77.6

Subject 3 70.4 55.3 72.6

Subject 4 69.1 66.7 64.6

whether each estimated label belongs to original label using leave

two sample out cross-validation considering overlap of window.

We also trained a regression model by using SVR with RBF ker-

nel for three second movie clips. Training data and test data were

prepared on a framework of leave two sample out cross-validation

which was similar to the classification model. Pearson’s correla-

tion coefficients (r ) between predicted liking score and actual lik-

ing score were calculated.

2.9 Relation to SAM

We calculated Pearson’s correlation coefficients between liking

score and emotional valence, and between liking score and emo-

tional arousal, which come from SAM.

3 EXPERIMENTAL RESULTS

In this section, we report our experimental results in classification,

regression, and SAM.

3.1 Classification

Classification accuracies of each subject and movie are shown in

Table 1. We confirmed that 77.6% was achieved on the subject 2

- movie 3, and second-best classification accuracy of 72.6% was

achieved on the subject 3 - movie 3. We found that classification

accuracies of all subjects were over a chance rate (approximately

50%) and tested using binomial test (p < 0.05; excluding the case of

subject 1 - movie 1).

3.2 Regression

Regression results of correlation coefficients is shown in Table 2.

The best r of 0.645 was achieved on the subject 2 - movie 3, and

second-best r of 0.549 was achieved on the subject 4 - movie 2. We

found that correlation coefficients of all subjects were significant

by using test for no correlation (all, p < 0.05). These results are

almost consistent with classification results. Figure 3 shows that

comparison between actual values and predicted values by SVR

in the case of subject 2 - movie 3. It shows that temporal liking

changes at times of around 600 and 1200 seconds were accurately

tracked. Here, in the case of subject 2 - movie 3, the top ten features

as selected in section 2.7 was as follows: 1) Oz-gamma, 2) Oz-beta,

3) P4-beta, 4) F5-gamma, 5) P3-gamma, 6) Pz-gamma, 7) P7-gamma,

8) CP6-gamma, 9) Pz-beta, 10) P3-beta.

3.3 Relation to SAM

Results of relationships between liking and valence and arousal are

shown in Table 3 and 4. We confirmed that correlation to valence

323



ICMI’17, November 13–17, 2017, Glasgow, UK Naoto Terasawa, Hiroki Tanaka, Sakriani Sakti, and Satoshi Nakamura

Table 2: Correlation coefficients between true liking values

and predicted liking values. [-] denotes excluded data due to

contaminated by noise.

Movie 1 Movie 2 Movie 3

Subject 1 0.221 0.283 0.229

Subject 2 - 0.350 0.645

Subject 3 0.377 0.176 0.541

Subject 4 0.347 0.549 0.382

Figure 3: An example of comparison between true values

and predicted values of best regression result (subject 2 -

movie 3). The blue line shows actual liking score, and the

red line shows predicted liking score. The predicted values

were smoothed with 3-points moving average.

and arousal were relatively high on all participants (specifically

valence). We can say that most of the correlations were exceeded

to 0.5, which indicates high correlation between liking and SAM

scores by using test for no correlation (p < 0.05; significant if ab-

solute values were higher than 0.470).

4 DISCUSSION

For feature selection, as we showed in the case of subject 2 - movie

3, most of selected input features were from near parietal and cen-

tral regions. In addition, beta and gamma bands were frequently

selected. Cole and Ray [15] found that EEG beta activity in both

temporal and parietal regions was associated with emotional va-

lence. Furthermore, Lane et al. showed that the brain activity in

the temporal region was related to the distinction between posi-

tive and negative emotions [16]. Our results also suggested subject

and movie dependency. It is shown that classification and regres-

sion results are relatively good on the subject 2, the subject 4, and

movie 3 because we assume that selected features in these setting

were consistent with the previous works and associated with emo-

tion.

Table 3: Correlation coefficients between liking and emo-

tional valence.

Movie 1 Movie 2 Movie 3

Subject 1 0.757 0.461 0.522

Subject 2 0.636 0.825 0.673

Subject 3 0.678 0.386 0.849

Subject 4 0.671 -0.244 0.727

Table 4: Correlation coefficients between liking and emo-

tional arousal.

Movie 1 Movie 2 Movie 3

Subject 1 0.549 -0.236 0.372

Subject 2 0.225 0.308 -0.791

Subject 3 0.569 0.359 0.510

Subject 4 0.513 -0.346 0.471

We examined relationships between liking and SAM scores, and

confirmed that our liking score was correlated with traditional

SAM measurement. North and Hargreaves found that liking was

related to emotional states in musical stimuli [17]. We can say that

even continuous emotional evaluation, liking score can be mea-

sured by GTrace.

5 CONCLUSION

In this study, we proposed a short time EEG-based liking predic-

tion, which can be utilized many situations in order to track emo-

tional state. To evaluate performance of the proposed method, we

continuously classified liking and not-liking by a machine learn-

ing algorithm. Also, we continuously predicted liking degree by

SVR. As a result, a best classification accuracy was 77.6%. For a re-

gression model, we found that temporal changes of liking can be

predicted for several subjects and movies.

For application of personalized movie summarization, this work

is our first step and preliminary study. For our future directions,

first we try to increase the number of participants and variations

(genre) of video used in the experiment. Then, we attempt to

normalize the EEG data across subject and movie, and use inter-

subject-movie correlation features as referring to [8, 18] in order

to obtain better subject independent classification accuracy.
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