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Abstract Traditional speech translation systems are oblivious to paralinguistic information. A recent work has
tried to tackle this task by utilizing conditional random fields (CRFs). Although CRFs allow for consideration of rich
features and local context, they have difficulty in handling continuous variables, and cannot capture long-distance
dependencies easily. In this paper, we propose a new model for emphasis transfer in speech translation using an
approach based on neural networks. Our experiments showed a significant improvement of the proposed model over
the previous model by 4% target-language emphasis prediction F-measure according to objective evaluation.
Key words Emphasis translation, speech translation, attentional network model, hard-attentional

1. Introduction
Speech-to-speech (S2ST) translation technologies [1] have

been gradually starting to break down the language barri-
ers by translating linguistic information (meaning) of speech
across languages. However, conventional S2ST systems ig-
nore emphasis information.

The previous work [2] have proposed an approach to esti-
mate and translate emphasis considering all acoustic features
such as power, duration, and F0 patterns. The emphasis esti-
mation system estimates a real-numbered value representing
how emphasized a word is, and emphasis is translated using
conditional random fields (CRFs). However, because CRFs
require discrete labels, continuous emphasis levels must be
quantized into discrete values. Moreover, while CRFs have
the ability to capture local dependencies between neighbor-
ing labels, they cannot easily handle longer distance depen-
dencies between words in separate parts of the sentence.

In this paper, we propose a model that solves these
problems using long short-term memory neural networks
(LSTMs) [3]. LSTMs are capable of model long-term de-

pendencies, overcoming the problems of local dependencies
in CRFs. In addition, it is possible to define models that can
handle continuous variables, and cost functions taking into
account label distances, for example, mean squared errors.

2. Emphasis Translation Using Hard-
attentional Encoder-Decoders

The proposed emphasis translation system consists of 2
components: an LSTM encoder and an LSTM decoder as
illustrated in Fig. 1. The encoder encodes features from the
source language, and the decoder takes the encoded features
to generate an emphasis sequence in the target language.

The whole encoder-decoder process can be written as a
function of input features as follows:

o(f) = f(x(e)), (1)

where o(f) is the target output sequence, x(e) is the sequence
of the source-language input vector x(e)

i .
2. 1 The encoder
The encoder is a standard LSTM model that takes the in-

put vector x(e)
i consists of words (w(e)

i ), part-of-speech tags
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(p(e)
i ), and emphasis levels (λ(e)

i ), then encodes them into a
single vector that is suitable to predict emphasis levels.

The input PoS tags are converted into one-hot vectors with
the size is equal to PoS vocabulary size. Also, word embed-
dings [4] are applied to map words into vectors that capture
the similarity between the words. All these input features
are concatenated into a single vector and fed to the encoder.

1 An unfolded hard-attentional encoder-decoder LSTM model
for translating emphasis sequence λ(e) into a target output
sequence o(f). It takes into account many linguistic features
including the word sequence w(e,f)

i and the part of speech
sequence p(e,f)

i from both source and target languages.

2. 2 The decoder
The decoder is also a standard LSTM model, and the input

layer contains both the linguistic information (words, PoS),
and vector representations calculated by the encoder.

The name hard-attentional comes from the way the de-
coder calculates the emphasis representation vectors used
as input. The example in Fig. 1 demonstrates this mech-
anism. Assume that the word pairs w

(e)
1 -w(f)

2 and w
(e)
3 -w(f)

1
is aligned according to word alignments. To generate the
output o

(f)
2 , along with linguistic features w

(f)
2 and p(f)

2 and
the previous output λ

(f)
1 , the decoder takes the encoded h1

from the encoder output, because the word pair w
(e)
1 -w(f)

2
are aligned. For unaligned words, we use zero vectors as the
emphasis representation vectors.

3. Experiments
In this paper, to evaluate the performance of emphasis

translation in isolation, we assume that the MT system pro-
duces 100% correct translation outputs. The experiments
were conducted using a bilingual English-Japanese empha-
sized speech corpus [5]. The training and testing data con-
sist of 4330 and 100 utterances, respectively. To evaluate
the system, we perform objective evaluation where predicted
emphasis levels in the target language are classified into bi-
nary values using a threshold of 0.5 and subjective evalu-
ation where native target language listeners decide empha-
sized words based on their perception.

The encoder’s input layer has a size of 138 including 100 di-
mensions of word embedding, 37 dimensions of one-hot PoS,
and emphasis level. Hidden layers have a size of 100 and the
output layer predict directly emphasis levels with a size of 1.

3. 1 Objective evaluation
Fig. 2 shows the objective F -measure for emphasis predic-

tion. As we can see, in all 3 test sets and in the average, the
proposed method performs better than the CRFs. According
to the bootstrap resampling significance test [6], both results
are significant at the p < 0.01 level.

Further analyses have shown that LSTMs perform signif-
icantly better than CRF when emphasis levels fall between
0.3-0.6, which is the ambiguous range of emphasis levels.
This demonstrates the limitation of CRFs, which require em-
phasis level quantization to handle continuous variables while
LSTMs do not.

2 Objective emphasis prediction F -measure.

3. 2 Subjective evaluation on emphasis translation
Finally, we performed the subjective evaluation to verify

whether human listeners can perceive the same improvement
between CRFs and LSTM as in the objective evaluation. The
test set “En1” is used for the evaluation.

We obtain a result of 83.0% for LSTM and 81.0% for CRFs
indicating that the human perceives a slightly smaller im-
provement compared to the objective result. Moreover, the
performance of the CRF system dropped with a smaller mar-
gin (3.70%) than proposed method (5.82%).

4. Conclusion
In this paper, we explored encoder-decoder neural net ap-

proaches and proposed “hard”-attentional LSTMs for em-
phasis translation tasks. Compared to previous works, the
proposed model has achieved significantly better perfor-
mance. This is a result of the fact that the model does not
require any emphasis quantization and takes into account
emphasis label relationships in the loss function.
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