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ABSTRACT
This paper proposes a new approach to detecting very early
stage of dementia automatically. We develop a computer
avatar with spoken dialog functionalities that produces nat-
ural spoken queries referring to Mini Mental State Exam-
ination, Wechsler Memory Scale-Revised and other related
questions. Multimodal interactive data of spoken dialogues
from 18 participants (9 dementias and 9 healthy controls)
are recorded, and audiovisual features are extracted. We
confirm that the support vector machines can classify into
two groups with 0.94 detection performance as measured by
areas under ROC curve. It is found that our system has
possibilities to detect very early stage of dementia through
spoken dialog with our computer avatars.

CCS Concepts
•Applied computing → Health care information systems;
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1. INTRODUCTION
Dementia is broadly defined as deterioration in memory,

thinking, and behavior that decreases a person’s ability to
function independently [14]. Early diagnosis of dementia is
important for several reasons. The most important reason is
that early diagnosis allows the patient and family to plan for
the future and identify outside sources of assistance. More-
over, as potentially useful and proven treatments become
available, early diagnosis of dementia will become increas-
ingly important [19]. The early detection of dementia is chal-

lenging, especially in its very early stages [21]. Currently,
there is no powerful tool that gives a reliable detection of
dementia: rather, the patient has to go through a series of
cognitive tests conducted by a professional neurologist for
assessments. This process involves a certain amount of anx-
iety and stress. Especially in the case of the very early stage
detection, complementary tests include the analysis of sam-
ples of cerebrospinal fluid taken from the brain, a magnetic
resonance brain imaging test, and a blood test [11]. Such
methods are invasive, bring discomfort to the participants,
are relatively costly and require a significant amount of effort
and time. Thus, there is an increasing need for additional
noninvasive and/or cost-effective tools, allowing identifica-
tion of participants in the preclinical or early clinical stages
of dementia.

As noninvasive and cost-effective approaches, previous works
have attempted to detect dementia from their speech and
language attributes [8, 12, 5, 18, 1]. For example, Ara-
maki et al., [1] reported that mild cognitive impairments
tend to speak less and use easier words than healthy con-
trol. However, there is no existing powerful tool to detect
dementia from audiovisual features, and most of them used
non-interactive data such as picture description, narrative,
and cognitive tasks. In contrast, there was a study that ap-
plies interactive computer avatars with spoken dialogue to
detect user’s social behaviors [23].

This paper proposes a new approach to detect very early
stage of dementia automatically. We develop a computer
avatar with spoken dialog functionalities that produces sim-
ple natural spoken queries referring to cognitive tests such
as Mini Mental State Examination (MMSE) and Wechsler
Memory Scale-Revised (WMS-R) as well as other related
medical questions [7].

2. RELATED WORK
Several works have attempted to detect or diagnose de-

mentia from speech and language features, and have demon-
strated the potential of the approaches to identifying demen-
tia.

Orimaye et al [16] proposed a diagnostic method to iden-
tify people with Alzheimer’s disease using a large number
of language features extracted from transcribed audio files
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from the DementiaBank dataset1. They used 242 sample
files for both healthy controls and people with Alzheimer’s
disease. They compared five different machine learning al-
gorithms, achieving a 74% classification accuracy using a
support vector machine (SVM) classifier with 10% cross-
validation. Konig et al [10] performed an experiment of us-
ing four cognitive vocal tasks (a counting backward task,
a sentence repeating task, an image description task, and
a verbal fluency task) with participants divided into three
groups: healthy controls, people with mild cognitive impair-
ment, and people with Alzheimer’s disease. They extracted
features from the audio recordings. They achieved to classify
into healthy controls and mild cognitive impairment with an
accuracy of 79%, healthy controls and Alzheimer’s disease
with an accuracy of 87%. Recently and achieving higher
accuracy, Fraser et al [5] studied the potential of using lan-
guage features to identify Alzheimer’s disease. They used
speech recordings along with their manually transcribed files
derived from the DementiaBank dataset. They selected 240
speech recordings with a set of 370 speech and language fea-
tures. Then, they applied two machine learning algorithms
and obtained a highest accuracy of 92% in distinguishing
between healthy controls and Alzheimer’s disease.
There have been a small number of papers examining fa-

cial expression of dementia as we surveyed so far. For ex-
ample, the ability to exhibit facial expressions was studied
in four patients with severe dementia of the Alzheimer’s dis-
ease, by means of the Facial Action Coding System (FACS)
under pleasant and unpleasant stimulus conditions. The re-
sults showed that some types of dementia tend to mute facial
expression [2].
This paper proposes a new approach to detect very early

stage of dementia automatically. We develop an interactive
computer avatar with spoken dialog functionalities that pro-
duces natural spoken queries.

3. INTERACTIVE SYSTEM
We used MMDAgent2 as a computer avatar. The pro-

posed system is a Japanese spoken dialogue integrating speech
recognition, dialogue management, text-to-speech, and be-
havior generation. MMDAgent works as a Windows applica-
tion. The system was adapted to elderly people by display-
ing subtitles and slower speaking rate. This development
process was conducted in discussion with a professional psy-
chiatrist. We selected an animated female character who
is similar to an actual human, as opposed to an animal-
like character, but not more realistic human-like one, as we
hope that this will make the conversation interesting. When
the system recognizes an utterance, after a few seconds the
system nods its head. The nodding behavior motions were
created by MikuMikuDance3.
We prepared a total of 6 continuous dialogue procedures

to detect very early stage of dementia, and summarize them
as follows (in Figure 1):

(a) Self-introduction: The system introduces herself and
asks user’s name and age. This process is to make
users comfort to interact.

1https://talkbank.org/DementiaBank/
2http://www.mmdagent.jp/
3http://www.geocities.jp/higuchuu4/

(b) Gaze: The system displays a small dot on a computer
screen, and users are directed to gaze the moving dot.

(c) Reading: The system displays a document of Wechsler
Logical Memory I (immediate) task in the WMS-R [24,
18], and users read aloud the sentence.

(d) Fixed Q&A: The system asks a total of three fixed
queries as referring to the MMSE [4]. It consists of
1) What is the date today?, 2) What is your memo-
rable story?, 3) How did you come here today?

(e) Random Q&A: The five queries are randomly produced.
A total of 13 questions were prepared for random ques-
tions such as “Do you have any appetite?,”“Please tell
me about Shigeo Nagashima” (who is a famous base-
ball player in Japan), as referring to e.g. [7].

(f) Retelling: The system read aloud a document of a dif-
ferent part of the Wechsler Logical Memory, and users
retell the sentence.

During interaction with a computer avatar, the system
records user’s video and audio using built-in camera and mi-
crophone. The system waits 10 seconds after a user’s final
utterance for closed / easy to answer questions, and waits
15 seconds for difficult questions to go on to a next ques-
tion. Two graduate students evaluated load and difficulty
of each task. Then, we ordered tasks according to its load
and difficulty (ascending order). A total amount of time to
complete all dialogues is around 10-15 minutes.

4. EXPERIMENTAL EVALUATION
In this section, we represent an experimental evaluation

using the system.

4.1 User Study
We recruited a total of 20 participants. Each participant

gave informed consent before the data recording. 10 partici-
pants (9 males and 1 female) were recorded at Osaka Univer-
sity Hospital as dementia group, and other 10 participants
(7 males and 3 females) were recorded at Nara Institute of
Science and Technology as healthy controls. Participants
of the dementia group were diagnosed as very early stage
of dementia by expert clinicians at the Osaka University
Hospital according to Diagnostic and Statistical Manual of
Mental Disorders, 4th. Edition (DSM-IV). We collected in-
formation on age and the MMSE score from all participants.
We used a laptop (Surface Pro 3) to record interaction, and
confirmed 20 participants could complete all procedures of
the dialogue as mentioned in the previous section. An am-
plitude of microphone and distance between users and the
laptop is consistent as long as possible in the two separate
locations. One person manually transcribed the recorded
data.

As shown in Table 1, we finally used audiovisual data
of 18 participants. Two participants were removed from
the experiment because one in the dementia group did not
receive a diagnosis of dementia yet and one in the healthy
controls obtained 22 of the MMSE score (below the cut-off
score). The MMSE score was significantly different between
two groups by using two-tailed Student’s t-test (p < .05),
and age was matched (p > .05).
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(a) Self-introduction
“What is your name?”

(b) Gaze (c) Reading

(d) Fixed questions
“What is month and date?”

(f) Retelling
“Please remember following sentences”

(e) Random questions
“Do you have any appetite?”

(d) Fixed questions
Sub: What is the date today?

(a) Self-introduction
Sub: What is your name?

(e) Random questions
Sub: Do you have any appetite?

(f) Retelling
Sub: Please remember a story.

Anna Thompson of South Boston, 
employed as a cook in a school cafeteria, 
reported at the police station that she had 
been held up on State Street the night 
before and robbed of fifty-six dollars. She 
had four small children, the rent was due, 
and they had not eaten for two days. The 
police, touched by the woman’s story, took 
up a collection for her.

Figure 1: Dialogue procedures. Japanese sentences and subtitles are translated into English (Sub).

Table 1: Participant demographics with mean and
SD values of age and the MMSE score.

Group N Age MMSE

Dementia 9 76.4 (7.4) 21.4 (1.6)
Controls 9 73.9 (4.5) 26.4 (5.7)

4.2 Feature Set
We extracted acoustic, linguistic, interactive, and visual

features from videos of the answers’ speech of the three fixed
queries. We averaged each feature of the three answers.
We selected user-independent and insightful audiovisual fea-
tures based on previous works which found differences be-
tween psychiatric disorders and early stage of dementia, and
healthy controls [23, 9, 1]. Features were compared between
groups by using Student’s t-test (two-tailed).

4.2.1 Acoustic Features
For speech feature extraction, we used the Snack sound

toolkit4. Here, we considered fundamental frequency, power,
speech rate, and voice quality. We did not extract mean
values of fundamental frequency because those features are
strongly related to individuality. Thus, we extracted statis-
tics of coefficient of variation (F0cov) for fundamental fre-
quency. We extracted mean value of power (Power), and
speech rate (SR), which is a feature dividing the number
of words by the number of voiced seconds. Voice quality
is also computed using the difference between the first har-
monic (h1) and the third formant (a3) (h1a3) which defined
by [6] as follows.

h1a3 = h1− a3. (1)

4.2.2 Language Features
We used Mecab5 for part-of-speech tagging in Japanese

4http://www.speech.kth.se/snack/
5http://taku910.github.io/mecab/

utterances. We extracted the number of tokens (Tokens) as
well as the ratio of fillers (Fillers) (e.g. “umm,” or “eh” in
Japanese) from an output of the Mecab. Type-token ratio
(TTR) represents the ratio of the total vocabulary to the
overall words, and is a simple measure of vocabulary size.
We extracted TTR as referring to [3] as follows.

TTR =
number of types
number of tokens

. (2)

We also computed word difficulty as the ratio of nouns
with above intermediate level to the overall nouns (Diffi-
culty). We used word difficulty dictionary6 to obtain nouns
with above intermediate level.

4.2.3 Interactive Features
We extracted pauses before new turns (Pause). Here, we

denote values of pauses before new turns as a time between
the end of the avatar’s question (tq) and the start of the
user’s answer (ta). A maximum waiting time is 10 or 15
seconds in the system, and thus the feature ranges between
0 and 15 as follows.

Pause = ta − tq. (3)

4.2.4 Visual Features
We extracted the ratio of smiling as a facial expression

feature. To analyze the recorded video, fist we extracted a
number of facial features by using a constrained local model
[20] based face tracker7. From a total of 66 feature points,
we calculated the features of outer eye-brow height, inner
eyebrow height, outer lip height, inner lip height, eye open-
ing, and lip corner distance following Naim et al. [15]. Using
these features, we modeled smiling faces using the Japanese
female facial expression database [13]. For video, we pre-
dicted whether the label belongs to the smiling or neutral
class in each frame, and the proportion of smiling frames

6http://jreadability.net/
7https://github.com/kylemcdonald/FaceTracker
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among all frames was named the ratio of smiling (Smile).
To verify that the model generalizes to other speakers and
video, we used the NOCOA+ database [22], which contains
derisive and friendly videos of four Japanese men. We ex-
tracted the ratio of smiling from these videos and confirmed
that friendly videos have a significantly larger ratio of smil-
ing compared to derisive videos (p=0.002). Because the sys-
tem did not record images below the chest, we did not take
into account non-facial gestures.

4.3 Classifier
We used two machine learning algorithms for detecting

very early stage of dementia from healthy controls. SVM
with a sigmoid kernel and logistic regression were compared
as classifiers. In this experiment, we used all audiovisual fea-
tures as an input of the classifiers, and the classifiers trained
to predict the label belonging to the dementia group and
the healthy controls. We evaluated a classification perfor-
mance with leave-one-subject-out cross-validation, and plot-
ted ROC curve with areas under ROC curve (AUC) [18].

4.4 Results
First, we sorted each feature by their p-values of t-test as

well as Cohen’s d values as shown in Table 2.

Table 2: Feature ranking sorted by p-values. The
fifth column (Trend) shows the direction of the trend
(increasing or decreasing) of the dementia group.
Bold fonts indicate significant differences (p < 0.05).

Rank Feature p-value Cohen’s d Trend

1 Pause 0.003 1.69 ↑
2 h1a3 0.017 1.31 ↑
3 TTR 0.028 1.15 ↑
4 Tokens 0.031 1.17 ↓
5 Smile 0.067 0.99 ↑
6 F0cov 0.076 0.92 ↑
7 Power 0.079 0.88 ↓
8 Difficulty 0.195 0.64 ↓
9 Fillers 0.383 0.42 ↓
10 SR 0.867 0.08 ↓

The pause was significantly different between two groups
(p=0.003), indicating patients with very early stage of de-
mentia tend to delay responses to the system than the healthy
controls. The other features such as the h1a3, the TTR,
the Tokens were also significantly different (p=0.028). Here,
the TTR was not consistent with the previous work, which
showed that most of the healthy controls had lexically richer
speech than dementia participants [3]. This was caused be-
cause our data was limited in terms of the number of tokens,
especially in the dementia group. Rest of features were not
significantly different (p > .05), but have possibilities to con-
tribute to further classification. These results showed that
our small number of features were effective to distinguish
between the dementia group and the healthy controls.
Figure 2 shows ROC curve, and we confirmed that ma-

chine learning algorithms classified two groups with 0.94 for
SVM and 0.91 for logistic regression as measured by AUC.
This result indicates a high detection performance compared
to previous works [12, 5, 18]. The classifiers could not cor-
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Figure 2: ROC curve. Red and blue lines show true
positive rate and false positive rate of SVM and Lo-
gistic regression respectively.

rectly detect one person in the dementia group. This is
because the person spoke the largest number of tokens and
was relatively early to answer the questions in the dementia
group.

5. CONCLUSION
We developed a computer avatar with spoken dialog func-

tionalities that produces natural spoken queries. As the ini-
tial analysis, 18 participants were recorded and audiovisual
features were extracted. The results of the analyses showed
that several features were effective to distinguish between
very early stage of dementia and healthy controls. It was
also confirmed that SVM can classify two groups with 0.94
detection performance as measured by AUC. We found that
the system has possibilities to detect very early stage of de-
mentia through spoken dialog with a computer avatar.

This work is a first attempt to detect dementia through
multimodal interaction with computer avatars. However,
the several modules are not adapted to elderly people. For
example, to achieve more precise prediction of facial expres-
sions, we have to train facial points model using data of
elderly people. Also, this work is limited in terms of 1)
the number of participants, 2) feature set, and 3) question
set. First, we plan to collect a large number of patients at
the Hospital as well as age-matched controls. Second, mul-
timodal integration should be considered such as eye gaze
tracking, actual user responses, and richer linguistic fea-
tures (e.g. syntax complexity measures [17]). Third, we
should take other question sets or actual user responses into
consideration incorporating with automatic speech recogni-
tion (ASR). For other future directions, we plan to examine
different types of dementia [8].
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