
THE INSTITUTE OF ELECTRONICS,
INFORMATION AND COMMUNICATION ENGINEERS

TECHNICAL REPORT OF IEICE.

† † †,†† † †

†

† 630–0192 8916–5

†† 565–0456

E-mail: †{kura.shinya.ke9,shinnosuke-t,neubig,ssakti,s-nakamura}@is.naist.jp, ††tomoki@icts.nagoya-u.ac.jp

Evaluation and Analysis of Duration Correction for Non-Native Speech

Based on Waveform Modification

Shinya KURA†, Shinnosuke TAKAMICHI†, Tomoki TODA†,††, Graham NEUBIG†, Sakriani

SAKTI†, and Satoshi NAKAMURA†

† Nara Institute of Science and Technology Takayama-cho 8916–5, Ikoma, Nara, 630–0192 Japan

†† Information Media Division, Information Technology Center, Nagoya University Furo-cho, Chikusa-ku

Nagoya, Aichi, 464–8601 Japan

E-mail: †{kura.shinya.ke9,shinnosuke-t,neubig,ssakti,s-nakamura}@is.naist.jp, ††tomoki@icts.nagoya-u.ac.jp

Abstract There are several attempts at correcting durational patterns of non-native speech towards language

learning. One of the typical approaches modifies a speech parameter sequence with Dynamic Time Warping (DTW)

using native speech as the reference, generating corrected speech from the modified speech parameter sequence.

Although this approach makes it possible to flexibly modify durational patterns of non-native speech, quality of the

corrected speech significantly degrades due to the use of analysis-synthesis process to generate the corrected speech.

In this report, we propose a method for correcting durational patterns using direct waveform modification for per-

forming DTW. In calculating a temporal warping function, statistical voice conversion is effectively used to reduce

an adverse effect caused by speaker differences. Moreover, phoneme insertion often observed in non-native speech

is also handled. We conducted an experimental evaluation using English speech read by Japanese, demonstrating

that the proposed method was capable of flexibly modifying durational patterns while avoiding quality degrada-

tion caused by the analysis-synthesis process. Furthermore, waveform segments suffering from quality degradation

caused by temporal warping was analyzed using the modulation spectrum of spectral parameters.

Key words non-native speech, correction of durational patterns, dynamic time warping, waveform modification,

modulation spectrum
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1 (Feature-based)

(Waveform-based)

Fig. 1 Procedure for correcting durational patterns. A lower

left box (“feature-based”) shows a conventional method

using analysis-synthesis process, and a lower right box

(“waveform-based”) shows the proposed method using di-

rect waveform modification process.
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Fig. 2 Transtion cost in DTW, where x and y show time-frame of

non-native speech and that of native speech, respectively.

3 WSOLA

Fig. 3 Procedure of WSOLA.
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4

“straight”

Fig. 4 An example of the phoneme network considering the

phoneme insertion errors for a word fragment “straight.”
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5

Fig. 5 5-point MOS scores on

speech quality.

95% confidence
interval

6

Fig. 6 5-point DMOS scores on

duration naturalness.

7

Fig. 7 An example of mel-cepstral coefficient segments used for

modulation spectrum analysis.
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Fig. 8 KL divergence of Gaussian distribution of the modulation

spectrum of corrected mel-cepstral coefficients from that

of original mel-cepstral coefficients.
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