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Abstract This report presents our recent work on the development of a hybrid approach to improving natural-

ness of electrolaryngeal (EL) speech while minimizing degradation in intelligibility. An electrolarynx is a device

that artificially generates excitation sounds to enable laryngectomees to produce EL speech. Although proficient

laryngectomees can produce quite intelligible EL speech, it sounds very unnatural due to the mechanical excitation

produced by the device. Moreover, the excitation sounds produced by the device often leak outside, adding noise

to EL speech. To address these issues, we propose a hybrid method using a noise reduction method for enhancing

spectral parameters and a voice conversion method for predicting excitation parameters. The experimental results

demonstrate that the proposed method yields significant improvements in naturalness compared with EL speech

while keeping intelligibility high enough.
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