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Abstract While machine translation has been a long-held dream dating back to the appearance of the first com-

puters, for many years it had not reached a level that was able to stand up to real use. However, over the past ten

or so years, there have been huge advances in the technology, and machine translation is finally seeing large-scale

use in real situations. This paper describes 5 major elements that have contributed to these enormous steps forward

in machine translation systems.
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ê

BLEU [9] e∗ ê 4
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ê = argmax
e

P (f |e)λtmP (e)λlm (4)

λlm

λtm

10-20

(MERT) [12] MERT

[13]

6.

S V O S

O V

S V O

X1 X2 bread X1

X2 X

(Hiero) [14]

NP1 VP2 bread NP1 VP2

(NP) (VP)

[15], [16]

Travatar 4 [17]

[18]

7.

5

[19] 1

4 http://phontron.com/travatar

SMT

2

[20] 2 a)

[21]

2 b) lie

2

[22]

[23] [24]

2 c)

[1] S. Green, J. Heer, and C.D. Manning, “The efficacy of

human post-editing for language translation,” Proc. CHI,

pp.439–448, 2013.

[2] G. Neubig

2014

[3] M. Nagao, “A framework of a mechanical translation be-

tween japanese and english by analogy principle,” Proc. In-

ternational NATO Symposium on Artificial and Human In-

telligence, pp.173–180, 1984.

[4] P.F. Brown, V.J. Pietra, S.A.D. Pietra, and R.L. Mer-

cer, “The mathematics of statistical machine translation:

Parameter estimation,” Computational Linguistics, vol.19,

pp.263–312, 1993.

[5] J.T. Goodman, “A bit of progress in language modeling,”

Computer Speech & Language, vol.15, no.4, pp.403–434,

2001.

[6] F.J. Och and H. Ney, “A systematic comparison of various

statistical alignment models,” Computational Linguistics,

vol.29, no.1, pp.19–51, 2003.

[7] P. Koehn, F.J. Och, and D. Marcu, “Statistical phrase-

based translation,” Proc. HLT, pp.48–54, 2003.

[8] P. Koehn, H. Hoang, A. Birch, C. Callison-Burch, M. Fed-

erico, N. Bertoldi, B. Cowan, W. Shen, C. Moran, R. Zens,

C. Dyer, O. Bojar, A. Constantin, and E. Herbst, “Moses:

Open source toolkit for statistical machine translation,”

Proc. ACL, pp.177–180, 2007.

[9] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu, “BLEU:

— 3 —



1

Table 1 An example of machine translation results.

While taking out food processor blades from the dishwasher, I cut my right hand between my thumb and index finger.

Recently, when I wake up in the morning, my left eye is really dry, which makes it difficult to blink.

Recently, my left eye is dry and can’t blink when I wake up in the morning,.

2

Table 2 An example of machine translation errors.

a)

Oh, that’s fine. You don’t have to write.

I don’t write in, thank you.

b) Please keep lying.

c)

You’re all set.

Yes, it was very good wax.
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