1 Introduction

Wave field synthesis (WFS) [1] is a technique for realizing high quality sound reproduction. WFS allows us to create sound images at the front of loudspeakers. However, WFS requires specific localization information of the objective sound sources in a mixed signal to reproduce the individual sound images. In existing media contents such as a CD, the localization of each sound image has been lost because they are generally provided as a stereo format. Therefore, a method to estimate the localization of each sound image even in the mixed source requires urgent attention. In our previous research, the estimation method of sound directions has been proposed [2]. However, as far as we know, there is no effective method and studies that cope with depth information tracking for sound images. To solve this problem, in this paper, we propose a new depth estimation method, which utilizes the variation of the direction of arrival (DOA) of the individual sound source. In this paper, first, we describe the source separation method based on directional clustering for the mixed source into the individual source. Next, we propose a new depth estimation method, which utilizes the variation of DOA. In addition, we propose the feature extraction method using nonnegative matrix factorization (NMF) [3]. Finally, we show the efficacy of the proposed method by the objective experiment.

2 Source Separation Method

In the proposed method, we use the source separation method based on directional clustering [4] for extracting the specific source included in the mixed signal. Figure 1 shows the configuration of directional clustering. First, the time-frequency components of the stereo mixed signal $X(\omega, \tau) = [X^{L}(\omega, \tau), X^{R}(\omega, \tau)]^T$ are represented into the two-dimensional space that has $|X^{L}(\omega, \tau)|$ and $|X^{R}(\omega, \tau)|$ as coordinate axes, where $|X^{L}(\omega, \tau)|$ and $|X^{R}(\omega, \tau)|$ are the amplitude of each channel. Next, these components are normalized and separated by k-means clustering. Obtained components of the individual cluster are used for reproduction by WFS.

3 Proposed Method

3.1 Depth Estimation Based on DOA Distribution

In sound fields, when a sound source is far from the listener, sound waves arrive from various directions owing to sound diffusion. Therefore, as shown in Fig. 2, the shape of an observed DOA distribution of the target source can be used as a cue for depth estimation. Process flow of the proposed method shown in Fig. 3. In this method, first, we calculate a weighted DOA histogram of a mixed sound source. In this process, DOAs are calculated as $\theta = 2 \arctan \left( \frac{|X^{R}(\omega, \tau)|}{|X^{L}(\omega, \tau)|} \right)$. Simultaneously, DOAs are weighted by the magnitude of each vector $w = (|X^{L}(\omega, \tau)|^2 + |X^{R}(\omega, \tau)|^2)^{1/2}$ to avoid the problem of normalization process. Next, we separate the mixed source into the individual sources by using directional source separation method. In addition, we propose to extract features of the target components to eliminate the effect of background noise and artificial distortion generated by signal processing (windowing in short-time DFT, etc.). As the feature extraction method, we propose activation-shared multichannel NMF, which reduces dimensionality of input stereo data while maintaining directional information. This property is advantageous to polish up the DOA distribution, whereas the conventional NMFs applied to stereo signals in parallel generate an artificial fluctuation in DOA. Finally, we can estimate the depth of the target source by modeling the resultant DOA distribution. In the following sections, we will describe activation-shared multichannel NMF and the modeling method for DOA distribution.

3.2 Activation-Shared Multichannel NMF

NMF is a sparse representation method. The aim of sparse representations is to reveal certain structures of a signal, and to represent these structures in a compact. Also, this representations provide high performance for noise reduction, compression and feature extraction. Using this property, we eliminate background noise and artificial distortion, which are the problem to evaluate the shape of DOA distribution. However, if the conventional NMFs are applied to stereo signals in parallel...
lel, DOA information is disturbed. Therefore, we propose activation-shared multichannel NMF, which provides sparse representation of the signal while maintaining the directional information. In the following section, we describe the update rules of the proposed NMF, which have been derived by the authors.

### 3.2.1 Cost Function and Update Rules

When $M$-channel signals are observed, the trained bases are constructed as

$$Y^{(m)} = F^{(m)} G \quad (m = 1, 2, \ldots, M),$$

where $Y^{(m)}(\in \mathbb{R}_{x}^{L \times T})$ is a spectrogram of the $m$th channel signal, $F^{(m)}(\in \mathbb{R}_{x}^{K \times T})$ is a matrix that involves bases of each channel signal, and $G(\in \mathbb{R}_{x}^{L \times T})$ is an activation matrix that is shared in all channels of the signals. In addition, $\Omega$ is the number of frequency bins, $K$ is the number of bases, and $T$ is the number of frames of the signal. Since the activation matrix is shared through all channels, we can reduce dimensionality of the input signal while maintaining directional information that is amplitude ratio between each channel.

Next, we describe the cost function of proposed NMF. $\beta$-divergence is a generalised divergence of variable $x$ corresponding to $y$ [5]. $\beta$-divergence is defined as

$$D_\beta(y|x) = \frac{y^\beta}{\beta (\beta - 1)} + \frac{x^\beta}{\beta - 1} - \frac{y^\beta}{\beta} - \frac{x^\beta}{\beta - 1} \quad (\beta \in \mathbb{R}_{(0,1)})$$

$$y (\log y - \log x) + x - y \quad (\beta \to 1)$$

$$\frac{y}{x} - \log \frac{y}{x} - 1 \quad (\beta \to 0)$$

Using $\beta$-divergence, the cost function of activation-shared multichannel NMF is defined as

$$J(\Theta) = \sum_m D_\beta(Y^{(m)}||F^{(m)}G),$$

where $\Theta = \{F^{(m)}, G\}$ is a set of observed variables. Using (2), we can redefine (3) as

$$J(\Theta) = \sum_{m,\omega, \lambda} \left( \frac{\sum_{\omega} f^{(m)}_{\omega, \lambda} g_{\omega, \lambda}}{\beta} + \frac{\sum_{\omega} f^{(m)}_{\omega, \lambda} g_{\omega, \lambda}^{\beta-1}}{\beta - 1} \right).$$

where $\varphi(\beta)$ is defined as

$$\varphi(\beta) = \begin{cases} 1/(2 - \beta) & (\beta < 1) \\ 1 & (1 \leq \beta \leq 2) \\ 1/(\beta - 1) & (2 < \beta) \end{cases}$$

### 3.3 Modeling of DOA distribution

There are many studies on the modeling of DOA distribution, and the modeling methods using a Cauchy distribution and a Gaussian distribution have been proposed in conventional works [6]. However, since these distributions do not have parameters that handle a tail of the distribution accurately, it is not suitable for the "depth" estimation. Therefore, in our method, we evaluate the shape of DOA by using generalized Gaussian distribution (GGD) [7]. GGD is a flexible family of probability density function (PDF) modeling with some parameters, and GGD can represent various types of well-known PDFs, e.g., Gaussian and Laplacian distributions.

The definition of GGD is

$$f_{GG}(z; \alpha_{scale}, \beta_{shape}) = \frac{\beta_{shape}}{2 \alpha_{scale} \Gamma(\frac{1}{\beta_{shape}})} \exp \left( -\left| \frac{z - \bar{z}}{\alpha_{scale}} \right|^\beta_{shape} \right),$$

where $\Gamma(x) = \int_{0}^{\infty} \exp(-t)t^{x-1}dt$ is gamma function, $\bar{z}$ is the mean of variable $z$, $\alpha_{scale}$ is scale parameter, $\beta_{shape}$...
is shape parameter of GGD. Figure 4 shows examples of different PDFs in GGD. As can be seen, the shape of GGD changes depending on $\beta_{\text{shape}}$; note that $\beta_{\text{shape}} = 2$ corresponds to Gaussian PDF and that $\beta_{\text{shape}} = 1$ corresponds to Laplacian PDF. If $\beta_{\text{shape}}$ is low, GGD becomes a spiky shape, and if $\beta_{\text{shape}}$ is high, GGD becomes a smooth shape. Based on this property, we use the shape parameter $\beta_{\text{shape}}$ of GGD to evaluate the shape of DOA distribution. In our depth estimation method, depth of sound images are evaluated by $\beta_{\text{shape}}$ based on the definition that the target source is close when $\beta_{\text{shape}}$ is low, and the target source is far when $\beta_{\text{shape}}$ is high.

Although the maximum-likelihood based shape parameter estimation has no closed-form solution in GGD, we propose a closed-form parameter estimation algorithm based on some approximation and kurtosis. We will describe this estimation method as below.

### 3.3.1 Closed-Form Parameter Estimation in GGD

We can introduce kurtosis to estimate $\beta_{\text{shape}}$. In general, kurtosis of DOA histogram $h(\theta)$ is given by

$$\text{kurt}(h(\theta)) = \langle h^4(\theta) \rangle_{\theta} / \langle h^2(\theta) \rangle_{\theta}^2 - 3. \quad (9)$$

The $n$th order moment of GGD has the following useful relationship:

$$\langle z^n \rangle = \beta_{\text{shape}}^{-n} \Gamma \left( \frac{n+1}{\beta_{\text{shape}}} \right) \Gamma \left( \frac{1}{\beta_{\text{shape}}} \right)^{-1}. \quad (10)$$

From (9) and (10) we have the following equation of kurtosis and $\beta$,

$$\text{kurt}(y(\theta)) = \Gamma \left( \frac{5}{\beta_{\text{shape}}} \right) \Gamma \left( \frac{1}{\beta_{\text{shape}}} \right)^2 \Gamma \left( \frac{3}{\beta_{\text{shape}}} \right)^{-2} - 3. \quad (11)$$

In order to obtain $\beta_{\text{shape}}$ value from the measured kurtosis, we should calculate the inverse function of (11). However, it is well known that there is no exact closed-form solution of (11) w.r.t. $\beta_{\text{shape}}$. Therefore, we hereinafter introduce an approximation for the closed-form derivation of optimal $\beta_{\text{shape}}$. With modified Stirling’s formula on gamma function,

$$\Gamma(z) \sim \sqrt{2\pi} \cdot \exp(-z) \cdot z^{-0.5} \cdot \exp \left( \frac{1}{12z} \right). \quad (12)$$

or equally

$$\log \Gamma(z) \sim \frac{1}{2} \log(2\pi) - z + (z - 0.5) \log z + \frac{1}{12z}, \quad (13)$$

then we can obtain

$$\log(kurt(h(\theta)) + 3) = \log \Gamma \left( \frac{5}{\beta_{\text{shape}}} \right) + \log \Gamma \left( \frac{1}{\beta_{\text{shape}}} \right) - 2 \log \Gamma \left( \frac{3}{\beta_{\text{shape}}} \right)$$

$$\sim \frac{1}{\beta_{\text{shape}}} \cdot \log \left( \frac{5^3}{3^5} \right) + \log \left( \frac{3}{\sqrt{5}} \right) + \beta \cdot \frac{2}{45}. \quad (14)$$

This results in the following quadratic equation of $\beta_{\text{shape}}$ to be solved,

$$\beta_{\text{shape}}^2 + \beta_{\text{shape}} \cdot \frac{45}{2} \log \left( \frac{3}{\sqrt{5}(kurt(h(\theta)) + 3)} \right) + \frac{45}{2} \log \left( \frac{5^3}{3^5} \right) = 0, \quad (15)$$

and we can derive the closed-form estimate of shape parameter $\beta_{\text{shape}}$ from kurtosis, as

$$\beta_{\text{shape}} = -45 \cdot \frac{2}{4} \log \left( \frac{3}{\sqrt{5}(kurt(h(\theta)) + 3)} \right) \pm \sqrt{2025 \cdot \log \left( \frac{3}{\sqrt{5}(kurt(h(\theta)) + 3)} \right)^2 - 90 \log \left( \frac{5^3}{3^5} \right)^2}. \quad (16)$$

### 4 Experiment and Results

A geometry of an experiment is shown in Fig. 5. We prepared two mixed stereo signals containing three instruments. Mixed signal 1 consists of vocal (V o.), piano (Pf.), and guitar (Gt.). Also, mixed source 2 consists of V o., electric guitar (E.Gt.), and synthesizer (Syn.). The target source was located in the center direction with seven distances. In addition, the interference sources were located in the left- and right-hand sides. Test sources were generated using a room impulse response recorded at each position. We used the image method [8] as a reference for this experiment, which is a technique of simulating the room impulse response. The signal not processed by NMF was evaluated as conventional
method 1. Also, the signal processed by conventional NMF, which was applied to each channel independently, was evaluated as conventional method 2.

The experimental results are shown in Fig. 6 and Fig. 7. From these results, the shape parameters of the proposed method are proportional to the distance of the target source, whereas the results of the conventional methods have no agreement with the oracle. In addition, the correlation coefficient between the reference value of image method and the estimated value of other methods are shown in Table 1 and Table 2. These results indicate strong relation between the estimated value of the proposed method and the distance of the target source. Thus, the efficacy of the proposed method as the depth estimation can be confirmed.

5 Conclusion

In this paper, we proposed a new depth estimation method of sound source in mixed signal using the DOA distribution. We also proposed a new feature extraction method for the multichannel signal, activation-shared NMF. The result of the experiment indicated the efficacy of the proposed method.
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Table 1 Correlation coefficient of mixed signal 1

<table>
<thead>
<tr>
<th>Data set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target source</td>
<td>Vo</td>
<td>Vo</td>
<td>Gt</td>
<td>Gt</td>
<td>Pf</td>
<td>Pf</td>
</tr>
<tr>
<td>Interference source (left)</td>
<td>Pf</td>
<td>Gt</td>
<td>Pf</td>
<td>Vo</td>
<td>Vo</td>
<td>Gt</td>
</tr>
<tr>
<td>Interference source (right)</td>
<td>Gt</td>
<td>Pf</td>
<td>Vo</td>
<td>Pf</td>
<td>Gt</td>
<td>Vo</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.903</td>
<td>0.881</td>
<td>0.777</td>
<td>0.651</td>
<td>0.791</td>
<td>0.816</td>
</tr>
<tr>
<td>Conventional method 1</td>
<td>0.419</td>
<td>0.532</td>
<td>0.154</td>
<td>0.277</td>
<td>0.602</td>
<td>0.496</td>
</tr>
<tr>
<td>Conventional method 2</td>
<td>0.233</td>
<td>0.165</td>
<td>0.044</td>
<td>-0.037</td>
<td>0.226</td>
<td>0.159</td>
</tr>
</tbody>
</table>

Table 2 Correlation coefficient of mixed signal 2

<table>
<thead>
<tr>
<th>Data set</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target source</td>
<td>Vo</td>
<td>Vo</td>
<td>E.Gt</td>
<td>E.Gt</td>
<td>Syn</td>
<td>Syn</td>
</tr>
<tr>
<td>Interference source (left)</td>
<td>Syn</td>
<td>E.Gt</td>
<td>Syn</td>
<td>Vo</td>
<td>Vo</td>
<td>E.Gt</td>
</tr>
<tr>
<td>Interference source (right)</td>
<td>E.Gt</td>
<td>Syn</td>
<td>Syn</td>
<td>Vo</td>
<td>Vo</td>
<td>E.Gt</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.901</td>
<td>0.882</td>
<td>0.797</td>
<td>0.899</td>
<td>0.940</td>
<td>0.735</td>
</tr>
<tr>
<td>Conventional method 1</td>
<td>0.352</td>
<td>0.298</td>
<td>0.127</td>
<td>0.419</td>
<td>0.419</td>
<td>0.042</td>
</tr>
<tr>
<td>Conventional method 2</td>
<td>0.116</td>
<td>0.208</td>
<td>0.048</td>
<td>0.439</td>
<td>0.439</td>
<td>0.310</td>
</tr>
</tbody>
</table>