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Abstract: This position paper gives a brief overview of our developed technologies for enhancing alaryngeal speech
(AL speech) uttered by laryngectomees. There are several alternative speaking methods for laryngectomees to produce
AL speech. However, any type of AL speech suffers from lack of naturalness and speaker individuality (identity). To
address this issue, we have developed statistical voice conversion techniques for AL speech enhancement. Our developed
techniques are capable of converting AL speech into normal speech in a probabilistic manner on the basis of statistics
extracted from training data consisting of utterance pairs of AL speech and normal speech. Moreover, they are also
capable of flexibly controlling voice quality of enhanced speech to effectively recover speaker individuality. We have
developed three AL speech enhancement systems for 1) esophageal speech, 2) electrolaryngeal speech, and 3) body-
conducted silent electrolaryngeal speech. Our experimental results have demonstrated that these systems yield significant
improvements in naturalness and speaker individuality of each type of AL speech.
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1. INTRODUCTION

Patients who suffer from laryngeal cancer require to-
tal laryngectomy, which is a surgical operation to remove
the larynx and tissues around the larynx such as the vocal
folds. People who have undergone total laryngectomy,
called laryngectomees, cannot speak in the usual man-
ner owing to the removal of their vocal cords. There-
fore, they need alternative speaking methods to produce
speech sounds using residual organs or medical devices
instead of vocal cords. Speech sounds generated by alter-
native speaking methods without vocal fold vibration are
called alaryngeal speech (AL speech).
There are several alternative speaking methods,

such as speaking methods for esophageal speech (ES
speech), electrolaryngeal speech (EL speech), and body-
conducted silent EL speech. ES speech is produced by
modulating alternative excitation sounds that are gener-
ated by releasing gases from or through the esophagus
by articulatory movement. EL speech is produced by
articulating alternative excitation sounds generated from
an electrolarynx, which is a medical device to mechani-
cally generate the sound source signals. Body-conducted
silent EL speech is produced by a new speaking method
[1] using two devices, 1) a small sound source unit to
generate less audible sound source signals while keep-
ing them from emitting outside as noise and 2) a special
body-conductive microphone, called nonaudible murmur
(NAM) microphone [2], to detect extremely soft speech.
Although these types of AL speech allow laryngec-

tomees to speak again, their sound quality, listenability,
and intelligibility are severely degraded compared with
those of normal speech. Moreover, AL speech sounds
are of similar voice quality regardless of the speaker dif-
ferences because the generation mechanism of the exci-
tation sounds in each type of AL speech strongly affects
the voice quality of the produced speech. Consequently,
AL speech also suffers from the degradation of speaker
individuality (identity).

To address these issues of AL speech, we have recently
proposed a statistical approach to enhancement of AL
speech, called AL-to-Speech [3], inspired by voice con-
version (VC) techniques [4, 5], which have been mainly
studied as speaker conversion techniques to convert the
source speaker’s voice into target speaker’s voice while
keeping linguistic information unchanged. This position
paper gives a brief overview of our developed technolo-
gies for enhancing several types of AL speech by con-
verting them into normal speech.

2. ALARYNGEAL SPEECH TO SPEECH
(AL-TO-SPEECH)

The proposed approach consists of training and con-
version processes. In the training process, a conversion
function from acoustic features of AL speech into those
of target normal speech is modeled using training data in-
cluding utterance pairs of AL speech and normal speech.
In the conversion process, any utterance of AL speech
is converted to that of target normal speech on the basis
of the conversion function without any text information.
This data-driven approach is capable of complex acoustic
modifications to compensate for the large acoustic differ-
ences between AL speech and normal speech.
As one of the state-of-the-art VC algorithms, a

trajectory-wise conversion method using Gaussian mix-
ture models (GMMs) [6] has been successfully applied
to AL-to-Speech [7, 8]. Furthermore, to flexibly change
the converted voice quality for helping laryngectomees
to speak in their favorite voices or in their own voices
that have already been lost but a few recorded samples
are available, one-to-many eigenvoice conversion (EVC)
[9], which is a technique for flexibly converting a specific
source speaker’s voice into an arbitrary target speaker’s
voice, has also been applied to AL-to-Speech [3].
We have developed AL-to-Speech systems for ES

speech, EL speech and body-conducted silent EL speech.
Note that the conversion process can be performed in real
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Fig. 1 Example of acoustic features, i.e., waveforms, spectrograms, and fundamental frequency patterns, of a) normal
speech, b) EL speech, and c) EL speech enhanced by AL-to-Speech based on EVC.

time by further implementing a real-time VC technique
[10] for AL-to-Speech. Therefore, it is possible that la-
ryngectomees use the developed AL-to-Speech systems
in their conversations.

3. EFFECTIVENESS OF AL-TO-SPEECH
The effectiveness of the developed AL-to-Speech sys-

tems has been evaluated from various perspectives [3].
The experimental results have demonstrated that
1) every AL-to-Speech system significantly improves
the speech quality of each type of AL speech,

2) the listenability of ES speech and body-conducted
silent EL speech is significantly improved by AL-to-
Speech,

3) the intelligibility of body-conducted silent EL
speech is significantly improved by AL-to-Speech,

4) the AL-to-Speech systems based on EVC are capa-
ble of effectively adjusting the voice quality of the
enhanced speech to the target voice quality using
only one arbitrary utterance of the target voice.

Figure 1 shows an example of acoustic features of normal
speech, EL speech, and EL speech enhanced by the AL-
to-Speech system based on EVC. It can be observed that
acoustic features of EL speech are very different from
those of normal speech but these acoustic differences are
effectively reduced by AL-to-Speech. Note that speech
duration is not changed in AL-to-Speech as its conversion
is essentially difficult in the real-time processing.

4. CONCLUSIONS
In this position paper, we have presented a brief

overview of our developed technologies for enhancing
alaryngeal speech uttered by laryngectomees. More de-
tails are in [3, 7, 8].
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